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4.1

SCIENTIFIC SUMMARY

Arctic

• Arctic spring total ozone values over the last decade were lower than values observed in the 1980s.  In addi-
tion, spring Arctic ozone is highly variable depending on dynamical conditions. For current halogen levels,
anthropogenic chemical loss and variability in ozone transport are about equally important for year-to-year Arctic
ozone variability.  Colder-than-average vortex conditions result in larger halogen-driven chemical ozone losses.
Variability of temperatures and ozone transport are correlated because they are both driven by dynamic variability.

• For the coldest Arctic winters, the volume of air with temperatures low enough to support polar stratospheric
clouds (VPSC) increased significantly since the late 1960s. This change of climate conditions is much larger than
expected from the direct radiative effect of increasing greenhouse gas concentrations.  The reason for the change is
not clear and it could be due to long-term natural variability or an unknown dynamical mechanism.

• Column ozone loss in the 2004/2005 Arctic winter was among the largest ever observed. The 2004/2005 Arctic
stratosphere was exceptionally cold, particularly below 18 kilometers (km), leading to a value of VPSC 25% larger
than the previous record value.  Various independent studies and methods suggest that the chemical column ozone
loss in 2004/2005 was among the largest ever observed.  However, dynamical processes resulted in March-average
Arctic total ozone amounts being comparable to those in other recent winters, while the large losses contributed to
low total column ozone over parts of Europe during March 2005.

Antarctic

• Over the last decade (1995-2005), Antarctic ozone depletion has stabilized. Most ozone hole diagnostics show
a leveling off after the mid-1990s.  Saturation of ozone loss inside the ozone hole due to complete ozone destruction
over a broad vertical layer plays a role in this leveling off.  Ozone hole area, ozone mass deficit, and higher min-
imum column amounts were observed to be below average in some recent winter years.  These improvements in the
ozone hole resulted from higher levels of dynamical forcing, and not decreases in equivalent effective stratospheric
chlorine levels.

• In September 2002, the first ever observed Antarctic major stratospheric warming occurred.  This early-
spring warming caused a drastic reduction of the ozone hole area and resulted in a less severe ozone hole.
This warming resulted from anomalously strong dynamical wave activity in the Southern Hemisphere.  The triggers
of these very unusual waves are unknown, and it is not clear whether the 2002 warming is a random event due to
internal atmospheric variability or whether it can be related to long-term changes in climate.  The Antarctic winter
2004 was also dynamically very active and had less ozone mass deficit than previous years.  The higher levels of
ozone in these two years were dynamically driven and not related to halogen chemical reductions.

General

• Large interannual variability in polar stratospheric temperatures complicates the interpretation of trends.
Previously reported estimates of temperature trends in polar regions have differed from assessment to assessment.
It now is evident that trends determined over a time scale of one to two decades, though they may appear statisti-
cally significant, are not robust because of large interannual and decadal variability in observed temperatures.
Therefore, changes in reported trends do not necessarily indicate systematic changes in physical or chemical
processes.

• There are indications that the chlorine monoxide (ClO) dimer cycle may be a more efficient process for polar
ozone loss than previously thought. Uncertainties in the laboratory absorption cross section of the chlorine



POLAR OZONE

4.2

monoxide dimer (ClOOCl) are large.  Good overall consistency between in situ observations of ClO and the ClOOCl
and model calculations can be achieved if it is assumed that ClOOCl photolyzes faster than assumed in the previous
Assessment.  Faster photolysis of ClOOCl, combined with recent laboratory studies indicating more rapid forma-
tion of ClOOCl by the ClO self-reaction, leads to more efficient ozone loss by this catalytic cycle.

• Recent measurements suggest that bromine may play a more important role in polar ozone depletion than
previously thought. Profiles of bromine monoxide (BrO) measured in the Arctic vortex suggest that inorganic
bromine levels may be 3 to 8 parts per trillion by volume larger than the amount of bromine carried to the strato-
sphere by methyl bromide (CH3Br) and halons.  This observation indicates the BrO + ClO cycle is likely to be a
more efficient ozone loss process than considered in the previous Assessment.  The BrO + ClO cycle is now esti-
mated to contribute up to half of total chemical loss of polar ozone, even considering the more efficient ozone loss
by the ClO dimer cycle.  However, the polar stratospheric bromine budget is a significant source of uncertainty.

• Calculated chemical loss rates of polar ozone substantially increased in models that assume:  (1) more effi-
cient ozone destruction by the ClO dimer cycle and (2) higher levels of bromine.  These changes improve the
comparison between measured and modeled Arctic ozone loss rates for cold Januaries that was noted in the past
Assessment.  These two changes also improve the comparison between theory and observation of Antarctic ozone
loss rates.

• The chemical loss of column ozone for Arctic winters exhibits a near linear relation with VPSC during each
winter. A similar relation between ozone loss and VPSC is now seen for two independent analyses of chemical
ozone loss, increasing our confidence in the robustness of this relation.  Observations of the large Arctic ozone loss
in 2004/2005 are in line with the relationship established for prior winters.  The slope of this relation provides an
empirical measure of the sensitivity of chemical loss of Arctic ozone to changes in stratospheric temperature (for
contemporary levels of chlorine and bromine) and provides an important metric for chemical transport models
(CTMs) and coupled Chemistry-Climate Models (CCMs) that are used in both diagnostic and prognostic studies of
polar ozone loss.

• For the first time, measurements show unambiguously that nitric acid trihydrate (NAT) polar stratospheric
cloud particles can nucleate above the ice frost point, and there is additional evidence of their widespread
occurrence. Widespread low number density NAT clouds can lead to denitrification and enhanced ozone loss.
Incorporating NAT nucleation above the ice frost point into chemical transport models has improved denitrification
simulations, but discrepancies in interannual variability remain, probably because the NAT nucleation mechanisms
are not fully understood.

• The most recent solar cycle was associated with frequent and exceptionally strong episodes of charged par-
ticle precipitation.  This caused only small decreases in total column ozone in the polar region (<<3%, <<10
Dobson units). However, the measured ozone reduction in the mid-to-upper stratosphere (30-50 km) exceeded
30% for weeks following certain episodes of intense particle precipitation.



4.0 INTRODUCTION

Since the discovery of the Antarctic ozone hole by
Farman et al. (1985), considerable effort has been focused
on observing these ozone losses, understanding the chem-
ical, dynamical, and radiative processes, and predicting
the future of polar ozone.  This chapter builds upon a
sequence of polar ozone chapters in the World Meteoro-
logical Organization (WMO) Assessment series.

The first publication of large Antarctic ozone losses
by Farman et al. (1985) sparked scattered discussion of
polar ozone in the 1985 Ozone Assessment (WMO, 1986).
Chapter 14 of that Assessment (Ozone and Temperature
Trends) showed the Farman et al. (1985) results and included
Total Ozone Mapping Spectrometer (TOMS) total ozone
images (subsequently published in Stolarski et al., 1986).
These early satellite data confirmed the findings of Farman
et al. and moreover displayed the horizontal dimensions of
the ozone hole.  The Ozone Trends Panel’s 1988 report
(WMO, 1990a) followed with an entire chapter on Antarctic
ozone (Chapter 11) including an extensive discussion of both
Antarctic observations and of the three competing theories
of the ozone hole that were proposed originally in the mid-
1980s.  In particular, this WMO (1990a) chapter focused on
(1) the drastic reduction in nitrogen dioxide (NO2) abun-
dance resulting from the formation of polar stratospheric
clouds (PSC) consisting of nitric acid trihydrate (NAT)
(Crutzen and Arnold, 1986; Toon et al., 1986), (2) the con-
version of hydrogen chloride (HCl) and chlorine nitrate
(ClONO2) to active chlorine on PSC surfaces as a mecha-
nism for freeing chlorine from reservoir species into radical
species (McElroy et al., 1986; Solomon et al., 1986), (3) the
two catalytic cycles involving chlorine monoxide (ClO) and
bromine monoxide (BrO) that destroy Antarctic ozone
(McElroy et al., 1986; Molina and Molina, 1987), and (4)
observations from field campaigns that supported the theory
that the ozone hole is caused by elevated ClO and BrO levels
in the lower stratosphere from human-produced chlorofluo-
rocarbons and halons (de Zafra et al., 1987; P. Solomon et
al., 1987; S. Solomon et al., 1987; Farmer et al., 1987).  This
WMO (1990a) polar ozone chapter also discussed in situ
observations of ClO and BrO (subsequently published in
Brune et al., 1989a; Brune et al., 1989b; Anderson et al.,
1989).  The 1989 Ozone Assessment (WMO, 1990b) includ-
ed a chapter on polar ozone (Chapter 1) that presented exten-
sive observations from field campaigns that overwhelmingly
established human-produced chlorine and bromine chemi-
cals as responsible for the ozone hole.  The 1991 Ozone
Assessment (WMO, 1992) did not include a specific chapter
on polar ozone, but it updated polar ozone science in various
sections of the report.  WMO (1995) included a Polar
Processes chapter (Chapter 3) that confirmed chlorine- and

bromine-catalyzed ozone loss in the Antarctic and the Arctic
from both in situ (Anderson et al., 1991; Toohey et al., 1993)
and satellite observations (Waters et al., 1993).  WMO (1999)
included a chapter on lower stratospheric processes (Chapter
7), noting a number of very low Arctic ozone years and
stating that the Antarctic ozone losses were continuing.

This chapter provides an update to Chapter 3 of the
WMO (2003) Assessment on Polar Ozone:  Past, Present,
and Future.  This chapter is derived from research over the
last 4 years, other reports, and recent and updated obser-
vations from various field campaigns and new satellite
instrumentation.  Discussion of the recovery of polar ozone
can be found in Chapter 6 (The Ozone Layer in the 21st

Century), and polar chemistry-climate interactions can be
found in Chapter 5 (Climate-Ozone Connections).

The WMO (2003) polar ozone chapter reported that
in the Antarctic, springtime ozone depletion has been large
throughout the 1990s, and that the area of the ozone hole
varies from one year to another, but that it was not yet pos-
sible to say whether the area of the ozone hole had maxi-
mized.  It was also reported that the polar vortex and ozone
hole were persisting into early summer, increasing the
impact on ultraviolet radiation.

In the Arctic, the WMO (2003) polar ozone chapter
reported that there were a number of cold Arctic winters in
the 1990s in which maximum total column ozone losses
due to halogens had been quite large.  In particular, Arctic
chemical ozone loss for the 1999/2000 winter/spring season
was extensively discussed, and an ozone loss was observed
that reached 70% near 20 kilometers (km) by early spring,
and total column ozone losses greater than 80 Dobson units
(DU) (~20 to 25%) by early spring.  The large 1999/2000
ozone losses were a result of the colder than average strat-
ospheric vortex, consistent with our understanding.  It was
also reported that the magnitude of chemical loss of ozone
for all Arctic winters during the 1990s showed generally
good agreement between different analyses for quantifying
losses.  For the 1999/2000 winter, agreement was better
than 20% in the Arctic stratosphere around 20 km.

This chapter is divided into 4 basic sections.
Section 1 provides an update of observations of polar strat-
ospheric conditions.  Section 2 provides an update of the-
oretical progress on understanding polar ozone processes.
Section 2 is divided into subsections on chemical processes
and polar stratospheric clouds and aerosols.  Section 3 pro-
vides a discussion of our current observations and also a
description of an unprecedented splitting of the ozone hole
that was observed in September 2002 just prior to the pub-
lishing of WMO (2003).  A number of large solar particle
events have occurred in the last few years and they are
described, together with their impacts, in Section 4.
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4.1 POLAR STRATOSPHERIC OBSERVATIONS
UPDATE

4.1.1 Polar Stratospheric Dynamics and
Transport

Variability in the dynamical conditions in the
troposphere/stratosphere system results in variability of
ozone transport and temperatures in the stratosphere.
Previous Assessments and Section 4.2.1 of this document
show that on short time scales, interannual variability in
polar ozone chemistry is mainly driven by temperature
variability, which in turn is the result of variable dynam-
ical conditions.  The combined effect of dynamically
induced variability in both chemistry and transport is the
main driver of interannual variability of the abundance
of ozone in the polar stratosphere.  This section gives an
update of the dynamical conditions, temperatures, and
transport of the polar winter stratosphere since the pre-
vious Assessment.

4.1.1.1 TEMPERATURES AND PSC FORMATION

POTENTIAL

WMO (1999) and WMO (2003) have dealt at length
with the observed temperature changes detected over the
polar regions using observations (radiosondes and satel-
lite sensors) as well as objective analysis products (e.g.,
Ramaswamy et al., 2001).  During the period 1979-1998,
satellite measurements showed a cooling of 3 K/decade in
the Arctic and Antarctic middle stratosphere and signifi-
cant coolings of 1.8 K/decade at 70°N and 1.1 K/decade
at 70°S in the lower stratosphere during spring.

Following the mostly cold stratospheric winter and
spring seasons of the early to mid-1990s, polar regions in
both hemispheres were characterized by an alternation of
cold and warm winter seasons since the late 1990s.  As
seen in Figure 4-1, Arctic lower stratospheric tempera-
tures show considerable interannual variability.  The vari-
ability is strongest during winter and spring due to the
occurrence of midwinter and final sudden stratospheric
warmings.  Although several recent northern winters were
cold (e.g., 1999/2000, 2002/2003, and in particular
2004/2005; see Figure 4-1), the northern winters
1998/1999, 2000/2001, 2001/2002, 2003/2004, and
2005/2006 were disturbed by stratospheric warmings and
thus exhibited periods with high temperatures.  In the
Antarctic, interannual variability is much weaker than in
the Arctic and is strongest during spring due to the timing
of the Antarctic vortex breakup.  In the Antarctic, an anom-
alously warm spring season was observed in 2002 (see
Section 4.3.1), and relatively high temperatures also

occurred in the years 2000 and 2004 in the lower strato-
sphere (100 hPa) (see Figure 4-2).

Given the interannual variability of stratospheric
temperatures in winter and spring, determining statistically
significant trends requires both sufficient temporal and
spatial coverage and a careful choice of the applied trend
model.  As discussed in Section 5.2.6 of Chapter 5, dif-
ferent temperature datasets are available to derive trends.
All of them have their own advantages and limitations.
Long-term stratospheric temperature trends (since the late
1950s) are usually derived from radiosonde measurements
or radiosonde-based gridded datasets such as the United
Kingdom Meteorological Office (UKMO) adjusted dataset
(RAOB) or the Freie Universität Berlin (FUB) stratospheric
analyses.  Radiosonde limitations due to instrumental and
other operational discontinuities could be eliminated by
applying new adjustment methods, e.g., as in the radio-
sonde atmospheric temperature products for assessing cli-
mate (RATPAC) (Lanzante et al., 2003; Free et al., 2005)
and Hadley Centre Radiosonde Temperature 2 (HadAT2)
(Thorne et al., 2005) datasets.  However, radiosonde data
are biased toward Northern Hemisphere (NH) continental
locations due to data scarcity in the Southern Hemisphere
(SH) and over extended oceanic regions.  Satellite data pro-
vide better spatial and altitude coverage than radiosondes,
but are only available since 1979.  Their vertical resolution
is limited, and they have to be composed from different
instruments to build continuous time series (see Section
5.2.6 of Chapter 5).  Recent assessments of the uncertain-
ties of radiosonde- and satellite-derived temperature trends
revealed disagreement in the lower stratosphere, with an
overestimation of the stratospheric cooling in the
radiosonde data (Seidel et al., 2004).  The bias was con-
fined to the tropics, and thus polar temperature trends
should not be affected (Randel and Wu, 2006).

Reanalysis products that result from the assimila-
tion of radiosonde and satellite data provide an alterna-
tive source for long-term trend estimates.  They are,
however, affected by changes in the input data and the
assimilation systems and therefore are not generally
suited for trend estimates (Bengtsson et al., 2004; Santer
et al., 2004).  Labitzke and Kunze (2005) compared
North Pole temperature trends for the lower and middle
stratosphere derived from the National Centers for
Environmental Protection/National Center for Atmos-
pheric Research (NCEP/NCAR) and European Centre
for Medium-Range Weather Forecasts (ECMWF) Re-
Analysis 40 (ERA40) reanalyses with those derived
from subjective FUB stratospheric analyses that are
closely matched to direct radiosonde measurements.
They confirmed that largest discrepancies between
ERA40 and FUB data exist during the winter months in
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Figure 4-1. Annual temperature cycle and variability at 50 hPa for minimum temperature between 50°N and
90°N (top), and between 50°S and 90°S (bottom) from the National Centers for Environmental Prediction/National
Center for Atmospheric Research (NCEP/NCAR) reanalysis data.  The black line shows the mean annual cycle
for the periods 1978-2004 (Northern Hemisphere, NH) and 1979-2005 (Southern Hemisphere, SH).  The red line
shows the evolution during 2004/2005 (NH) and 2005 (SH).  In the case of the SH, the blue line shows the evolu-
tion during 2002, i.e., the year with the anomalous Antarctic vortex behavior.  Dark gray shading shows the 30 to
70% probability of observations, light gray shading shows the 10 to 90% probabilities, and the lower and upper
thin black lines show the record values for the 27 years of observations.  Green lines indicate the thresholds for
PSC formation (nitric acid (HNO3) = 10 ppb and H2O = 5 ppm).  Updated from Figure 3-13 in WMO (2003).



the middle stratosphere, when the enhanced cold polar
bias of the pre-satellite era in ERA40 affects the long-
term trends (1958-2001) (Bengtsson et al., 2004).  The
use of reanalyses for polar spring temperature trends is
justified because the discrepancies between the ERA40,
NCEP/NCAR, and FUB datasets are negligible.

Figure 4-2 shows spring stratospheric temperature
trends derived from NCEP/NCAR reanalyses for the
period 1958-2005 at the altitudes of maximum cooling for
the Arctic polar cap (60°N-90°N) at 30 hPa in March
(Figure 4-2a) and for the Antarctic polar cap (60°S-90°S)
at 100 hPa in October (Figure 4-2b) (updated from
Labitzke and Kunze, 2005).  Post-volcanic periods (24
months) following the three eruptions of Mt. Agung in
1963, El Chichón in 1982, and Mt. Pinatubo in 1991 were
excluded to avoid a contamination of the trend.

During the past 25 years, Arctic temperatures showed
a clear downward trend of −1.70 ± 0.20 K/decade in March.
Compared with the trend estimates for the period 1979-1998
(WMO, 2003) however, the magnitude of the stratospheric
temperature trend in Arctic spring has decreased by about
50%.  For the full period 1958-2005, only a very small, non-
significant trend of −0.25 ± 0.20 K/decade can be detected
due to a warming of the Arctic stratosphere during the 1960s
and early 1970s (Figure 4-2a), which nearly compensates
the cooling of the later decades.  The dependence of the
trends on the underlying time period demonstrates the strong
impact of low-frequency dynamical variability on polar
temperatures.  Multidecadal time series are thus required to
minimize the effect of low-frequency dynamical variability
in trend calculations, in particular in the Arctic.  This obser-
vational result is further supported by idealized model
experiments (Nishizawa and Yoden, 2005).

In the Antarctic lower stratosphere (100 hPa), the
cooling trend since the late 1970s is substantially smaller
than that reported in WMO (2003) due to increased dynam-
ical variability of the Antarctic polar vortex that led to
unusually high spring temperatures of the polar cap in the
years 2000, 2002, and 2004.  Consistently, the tempera-
ture change in October between 1979 and 2005 is very
small at 100 hPa (−0.23 ± 0.20 K/decade) (Figure 4-2b)
and becomes even positive at higher altitudes (+1.01
± 0.25 K/decade at 50 hPa and +2.02 ± 0.24 K/decade at
30 hPa).  On the long-term scale, a small warming of 0.36
± 0.18 K/decade occurred at 100 hPa.

As in Figure 4-2, long-term atmospheric changes
are usually described in terms of linear trends per decade
using multiyear time series, or the derivation of differ-
ences between averaged sub-periods, e.g., the tempera-
ture difference between 1990s and the 1970s.  The
magnitude and the statistical significance of the calcu-
lated changes in both methods strongly depend on the

data period, as seen in Figure 4-2.  For the purpose of
understanding the nature of the observed changes, new
statistical approaches were suggested in which trends
may occur in flat or sloped steps including breakpoints
with abrupt changes (Seidel and Lanzante, 2004) or the
use of polynomials (Malanca et al., 2005).  A compar-
ison of the methods showed that a description of strato-
spheric cooling by a gradual linear change since the late
1950s (without considering the singular volcanic erup-
tions) is as equally valid as a description by a more step-
like downward trend concentrated in the two-year periods
after the three major volcanic eruptions (Seidel and
Lanzante, 2004), which was also suggested by Pawson
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the NCEP/NCAR reanalysis data.  Trend lines were
added for the periods 1958-1979 (red), 1979-2005
(black), and 1958-2005 (turquoise).  Updated from
Labitzke and Kunze (2005).



et al. (1998).  Climate model simulations suggest that the
stratospheric cooling since 1979 was driven by anthro-
pogenic factors (i.e., ozone depletion and increases in
well-mixed greenhouse gases) but modulated by natural
factors (i.e., solar variability and volcanic aerosols)
(Ramaswamy et al., 2006).

In summary, the Arctic stratosphere has cooled over
the past 27 years, however due to stronger dynamical vari-
ability in a number of recent winters and springs, the neg-
ative temperature trend is only about half the magnitude
of the estimate in WMO (2003).  In the Antarctic lower
stratosphere, the cooling trend since the late 1970s has
become less negative than that reported in WMO (2003)
due to increased dynamical variability.

Estimating the overall trend of the polar strato-
spheric temperatures is not sufficient to assess the impact
of long-term temperature changes on ozone chemistry.
The large Arctic ozone losses are driven by the evolution
of conditions during cold winters.  Warm winters are much
less relevant for ozone chemistry, because chemical loss
of ozone is very limited and the chemistry is not very sen-
sitive to small changes in temperature.  Section 4.2.1
shows that the interannual variability in Arctic chemical
ozone loss mainly follows the volume of temperatures
cold enough to activate chlorine on particle surfaces (i.e.,
VPSC).  Figure 4-3 shows the long-term evolution of VPSC
derived from stratospheric temperature analyses for the
Arctic (updated from Rex et al., 2004).  Over the past 40
years, the cold Arctic winters became colder, resulting in
larger values for VPSC and chemical ozone loss.  The long-
term data shown in Figure 4-3 relies on the FU-Berlin
subjective radiosonde analysis.  Hence, the dataset is rel-

atively independent of the introduction of satellite obser-
vations or assimilation system changes (e.g., Manney et
al., 2003b).  A linear fit through the solid points in Figure
4-3, which represents maximum values of VPSC for 5-year
intervals, has a slope of 9.9 ± 1.1 × 106 km3 per decade,
with very similar results if 4- to 10-year intervals are
chosen to select the maximum values (update of Rex et
al., 2004).  Rex et al. (2006) also have shown that it is
unlikely (well below 1% probability) that this estimated
tendency toward colder Arctic winters is a purely random
event or is caused by inconsistencies in the meteorolog-
ical datasets.

The tendency of decreasing temperatures during
cold winters is in contrast to the clustering of a series of
warmer than average winters during recent years.  Hence,
the temperature trend during the cold winters is different
from the overall temperature trend.  The change in temper-
ature during the cold winters is much larger than expected
from the direct radiative effect of increasing greenhouse
gas concentrations.  The reason for the change is not clear
and it could be due to long-term natural climate variability
or an unknown dynamical feedback mechanism.

4.1.1.2 VORTEX PARAMETERS

The mean structure and seasonal evolution of the
polar vortices and their hemispheric differences were dis-
cussed in detail in WMO (2003).  The Arctic polar vortex
is much more perturbed by planetary wave activity prop-
agating upward from the troposphere than the Antarctic
vortex.  It is important to assess such dynamical varia-
tions and their changes as they determine, together with
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chemical processes, the ozone column at polar latitudes
during spring (Randel et al., 2002; Huck et al., 2005).

The breakup dates of the Arctic and Antarctic vor-
tices (Figure 4-4) as determined by the wind average along
the vortex edge vary from year to year in both hemispheres
(WMO, 2003).  For the Arctic vortex, no discernible long-
term trend in the breakup date appears since the 1960s
(Langematz and Kunze, 2006).  The period between the
mid-1980s to the mid-1990s however showed a tendency
toward later breakdown dates.  These years were charac-
terized by a reduced dynamical variability, with nine con-
secutive winters without major stratospheric warmings
from 1989/1990 to 1997/1998 (Labitzke et al., 2002;
Manney et al., 2005c).  In contrast, since 1998/1999, the
Arctic exhibited a clustering of warmer than average and
dynamically disturbed winters.  Major warmings took place
in the winters 1998/1999, 2000/2001, 2001/2002,
2002/2003, 2003/2004 and 2005/2006, leading to weak or
split vortices.  Consistent with these changes in dynamical
variability, the vortex breakup date varied between mid-
February 2001 and early May 1997, with three late
breakups since 2002.  However, this recent delay in the
breakup date is not statistically significant and does not
indicate a trend (Langematz and Kunze, 2006).  The
described alternation of cold (1989/1990-1997/1998) and
warm (1998/1999-2005/2006) clusters may be interpreted
as shifts between warmer/weaker and colder/stronger
vortex regimes (Perlwitz and Graf, 2001; Perlwitz and
Harnik, 2003).  These shifts may be caused by anthro-
pogenic processes (i.e., ozone depletion and greenhouse
gases) that nonlinearly force natural modes of variability
(Corti et al., 1999; Pawson et al., 1998; Christiansen, 2003).
Such a clustering also could be a random occurrence, as
shown in model simulations by Taguchi and Yoden (2002).

The Antarctic vortex exhibited a delay of the
breakup date from late November into mid-December
which is consistent with an intensification of the vortex
(Huth and Canziani, 2003; Renwick, 2004) caused by addi-
tional radiative cooling following strong Antarctic ozone
loss in spring (Shine, 1986; Jones and Shanklin, 1995).
However, since the late 1990s, there is larger variability in
the breakup date over Antarctica with the process taking
place sometime between the second half of November
(1997, 2000, and 2002) and late December (1999, 2001).
The tendency toward a later vortex breakup date has
stopped and perhaps reversed (Langematz and Kunze,
2006).  This means that, compared with the 1960s and
1970s, the Antarctic vortex is still more persistent; how-
ever, compared with the 1980s/early 1990s, the Antarctic
vortex broke down earlier in recent years.  This is prob-
ably the result of the large interannual variability in recent
Antarctic winters and springs (see Section 4.1.2).

Summing up, since the previous Assessment
(WMO, 2003) changes in the interannual behavior of both
polar vortices have been observed.  The Artic vortex con-
tinues to show large variability with a shift from a period
of dynamically undisturbed winters between 1989/1990
and 1997/1998 to a period of more dynamically disturbed
winters from 1998/1999 to 2005/2006.  The Antarctic
vortex has shown an enhanced variability since the late
1990s compared with previous decades, which culminated
in the anomalous vortex split in 2002.  The reasons for the
observed changes in the interannual variability in both
hemispheres are not yet understood.
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Figure 4-4. Vortex breakup dates from 1958 to 2005
on the 500-K isentropic surface over the NH (top) and
the SH (bottom) using the method described in Nash
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Updated from Figure 3-10, WMO (2003).



4.1.1.3 TRANSPORT

Besides chemistry, transport is the main driver
for ozone variability at high latitudes.  Chemical and
transport-related causes for polar ozone variability are
closely coupled, particularly in the Arctic.  Transport
contributions to polar ozone variability are closely con-
trolled by the strength of the middle atmospheric
residual circulation that, in turn, is driven by tropo-
spheric (planetary and gravity) wave forcing; strong
winter planetary wave forcing leads to larger transport
of ozone to high latitudes due to a stronger residual cir-
culation and a higher-than-average Arctic lower strato-
sphere temperature and a weaker vortex in early spring,
whereas weak winter forcing leads to less transport and
lower Arctic temperatures in spring and to a stronger
vortex (Fusco and Salby 1999; Newman et al., 2001).
For the Arctic, Rex et al. (2004) find that for the cur-
rent halogen loading, about one-half of the year-to-year
variability in total ozone is caused by variability in
anthropogenic chemical ozone loss and one-half by
variability in transport with the variable residual circu-
lation.  Because temperatures influence chemistry, both
terms are correlated.

Although the variability is larger in the Arctic com-
pared with the Antarctic, wave activity,has been shown to
correlate well with the observed change of polar column
ozone over the course of winter for both hemispheres

(Randel et al., 2002; Weber et al., 2003; see also Figure 4-5).
It has been shown that in the Antarctic, this is due to the same
co-action of transport and chemistry as in the Arctic.
Newman et al. (2004) and Huck et al. (2005) showed that
the year-to-year variability of Antarctic ozone depletion is
driven by the year-to-year variability of the polar vortex tem-
peratures.  Huck et al. (2005) also showed that interannual
variability in Antarctic stratospheric temperatures and ozone
loss are affected by midlatitude wave activity, while the
decadal increase in Antarctic ozone loss is driven by the
increase in halogens.

In climate models, planetary wave activity has been
shown to partially depend on sea surface temperatures,
among other forcings (Schnadt et al., 2002).  It is there-
fore susceptible to climate change.  The external factors
determining stratospheric wave forcing and its interannual
variability (i.e., stochastic tropospheric dynamics, quasi-
biennial oscillation (QBO), sea surface temperatures
(SSTs), solar variability, and volcanic eruptions) are diffi-
cult to quantify; Chapter 6 discusses the impact of these
uncertainties for the predictability of future changes of
polar ozone.

Besides the systematic transport of ozone to high
latitudes with the residual circulation, another important
aspect of transport is mixing.  Although mixing across the
vortex edge is relatively weak, it has an effect on the dis-
tribution of ozone within the polar vortices.  The Antarctic
vortex is divided into two distinct regions of approximately
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Figure 4-5. Increase of ozone over the
winter as a function of planetary wave
activity.  Planetary wave activity is meas-
ured as winter eddy heat flux in the
respective hemisphere.  The ozone ratio
of the zonal mean between 50° and 90°
latitudes from March over that from
September is shown for the NH, and
September over March for the SH.
Circles are NH values, and triangles rep-
resent SH values.  Total ozone is from
weighting function differential optical
absorption spectroscopy (WFDOAS) V1
(Weber et al., 2005).  The monthly mean
eddy heat flux at 100 hPa averaged from
40 to 75 degrees latitude is derived from
ECMWF ERA40/operational analysis,
and has been averaged from fall to
spring in each hemisphere.  SH winter
eddy heat flux is negative, but is shown
here as absolute values.  Updated from
Weber et al. (2003).



equal area: a strongly mixed vortex core and, separated
from the core, a broad ring of weakly mixed air extending
to the vortex boundary (Lee et al., 2001).  This division
was deduced from an analysis of a mixing diagnostic (the
so-called “equivalent length”) based on transport calcula-
tions of an artificial tracer field on an isentropic surface
(480 K) for the period from July to November.  A trans-
port barrier within the Antarctic vortex between July and
November, is likewise apparent for the altitude range
between 475 and 650 K in the potential vorticity field
(Tilmes et al., 2006b) and, moreover, extends to the setup

phase of the Antarctic vortex in March and April (Tilmes
et al., 2006a).  During March and April, ozone-tracer rela-
tions in the two vortex regions are clearly distinct (Tilmes
et al., 2006a).  Further, measurements of ozone and vol-
canic aerosol show rather different vertical profiles within
the vortex core and in the edge region (Godin et al., 2001).
A better understanding of the dynamical mechanisms
responsible for the occurrence of transport barriers within
the vortex is important, because temperature variations in
the weakly mixed air mass between the vortex boundary
and the vortex core drive the year-to-year variability of

POLAR OZONE

4.10

Figure 4-6. March monthly averaged total ozone for the Arctic.  The 1971 and 1972 images are from the
Nimbus-4 Backscatter Ultraviolet (BUV) instrument; the 1979 and 1980 images are from the Nimbus-7 TOMS
instrument; the 1996 image is from the NOAA-9 SBUV/2 instrument; the 1997, 2000, 2002, 2003, and 2004
images are from the Earth Probe TOMS instrument; and the 2005 and 2006 images are from the Aura Ozone
Monitoring Instrument (OMI).  This figure is updated from Figure 7-21 of WMO (1999).



about 10-20% in the area of the ozone hole (measured as
the area enclosed in the 220-DU contour) (Newman et al.,
2004).

4.1.2 Polar Ozone

This section presents observations of ozone and
diagnoses of ozone destruction in both polar regions.
Section 4.1.2.1 gives an update of observations of ozone
and the primary chlorine species involved in stratospheric
ozone destruction, along with a discussion of various indi-
cators that capture different aspects of ozone hole area and
severity.  A discussion of other trace gas species such as
BrO and chlorine dioxide (OClO) can be found in Section
4.2.1 and Chapter 2 (Section 2.5.1), and nitrogen dioxide
(NO2) is discussed in Chapter 3 (Section 3.3.2).  In Section
4.1.2.2, refinements since the previous Assessment
(WMO, 2003) of various methods for quantifying chem-
ical ozone loss in the Arctic polar vortex are presented.
Near-record ozone losses during the Arctic 2004/2005
winter are discussed.  Finally, recent progress in quanti-
fying ozone loss rates in the Antarctic is discussed.

4.1.2.1 OZONE AND OTHER CONSTITUENTS

The ozone content in the Arctic stratosphere is
dependent on chemical and dynamical conditions and
shows great interannual variability.  This section discusses
resulting interannual variability of ozone and other con-
stituents, which is due to the combined effect of transport
and chemistry.  Section 4.1.2.2 isolates the impact of
anthropogenic chemical loss on polar ozone variability
from the variability in transport.

As noted in the previous section, the formation, evo-
lution, and breakup of the polar vortex and the occurrence
of stratospheric warmings are subject to large year-to-year
variations.  Figure 4-3 shows that the variability in ampli-
tude of VPSC (PSC formation potential derived from strat-
ospheric temperature analyses) in the Arctic has clearly
increased over the last 40 years, with 1995/1996,
1999/2000 and 2004/2005 standing out as cold winters
with high PSC formation potential, whereas 1998/1999,
2001/2002, and 2003/2004 were warm winters with very
low PSC formation potential.  As discussed in the previous
section, this variability in dynamical conditions has a cor-
related impact on ozone transport and chemistry and is
therefore reflected in the total ozone column over the polar
regions.

Total Ozone Average

Arctic total ozone has remained low over the last
few years in comparison with pre-1982 observations.

Figure 4-6 displays a series of March averages for selected
years from 1971 to 2006 (updated from Figure 7-21 in
WMO, 1999).  The 60°N latitude circle generally encloses
the region of low ozone, but in some years (e.g., 2005) the
vortex and low-ozone region are displaced from the pole,
extending southward of 60°N.  Nevertheless, Arctic ozone
levels during March of recent years are low in comparison
with the observations prior to 1980, as shown in the top
row of Figure 4-6.

The springtime average total ozone values in the
Arctic and Antarctic poleward of 63° latitude are shown
in Figure 4-7 in comparison with the average total ozone
for the years 1970-1982 (gray lines).  The difference
between the observed values and the 1970-1982 average
indicates the combined changes in ozone due to chemistry
and dynamics.  In the last 9 years, Arctic column ozone
exceeded the low values of the mid-1990s, except in the
cold and chemically active winter of 1999/2000, when a
large decrease of 63°-90° NH total ozone was observed.
The record-cold winter of 2004/2005, however, showed a
less pronounced impact on the March polar average total
ozone.  Although NH polar column ozone averages are in
general a good indicator of Arctic ozone depletion (WMO,
2003), the March average in 2004/2005 reflects the strong
influence of dynamics (e.g., vortex fragments moved out-
side the 63°-90° region during March, see Figure 4-6) and
is consequently high relative to those of other recent cold
winters even though the magnitude of chemical ozone
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loss in the lower stratospheric vortex was as high as or
higher than in those years (cf. Section 4.1.2.2).

In the SH polar region, the lowest average October
total ozone values were observed in the late 1990s (Figure
4-7, bottom panel).  The last 6 years have shown an
increase in polar column ozone averages, with a high
degree of variability and notably higher ozone values in
2000, 2002, and 2004 resulting from greater dynamical
activity.

To aid the detection of the recovery of the Antarctic
ozone hole (discussed in detail in Chapter 6), various met-
rics that capture different aspects of the ozone hole are
used to describe the severity of ozone depletion, such as
ozone hole area, ozone minimum, ozone mass deficit, and
date of ozone hole appearance and disappearance.  Figure
4-8 displays ozone hole area (top panel), ozone hole min-
imum (middle), and ozone mass deficit (bottom).
Following Newman et al. (2006), we have added a fit of
these metrics (gray line) to a quadratic function of
Antarctic equivalent effective stratospheric chlorine
(EESC) (see Box 8.1 for a description of Antarctic EESC).

Ozone Hole Area

A primary estimate of the severity of the Antarctic
ozone hole is its geographic area (WMO, 2003).  Figure
4-8 (top panel) shows the ozone hole area calculated from
the area contained by total column ozone values less than
220 DU during 21-30 September from Total Ozone
Mapping Spectrometer (TOMS) and Ozone Monitoring
Instrument (OMI) observations.  The value 220 DU was
chosen to define the ozone hole because it is almost always
a middle value in a strong gradient of total ozone, and
because it is lower than pre-1980 observed ozone values.
The average ozone hole area currently reaches approxi-
mately 25 million km2 each spring, while the single largest
daily value reached nearly 30 million km2 in September
2000 (Newman et al., 2004).  Ozone depletion can be
enhanced by volcanic perturbations (e.g., Hofmann and
Oltmans, 1993) as could be seen in the very strong ozone
depletion (or “deep ozone holes”) observed in the 1990s
after the Mt. Pinatubo eruption (e.g., 1994).  The area
growth of the ozone hole slowed during the mid-1990s,
with a large dip in 2002.

Ozone Minimum

The daily total column ozone minimum value is a
widely used measure of the state of the ozone hole.
Average minimum ozone columns calculated over
Antarctica for the period 21 September to 16 October show
a clear decrease from 1979 to the mid-1990s, with the
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Figure 4-8. Top panel:  Area of the Antarctic ozone
hole for 1979-2005, averaged from daily total ozone
area values contained by the 220-DU contour for 21-
30 September.  The gray bars indicate the range of
values over the same time period.  The gray line
shows the fit to these area values as was shown in
Newman et al. (2004), and now using EESC, as
derived in Newman et al. (2006) (see also Box 8.1 in
Chapter 8).  The EESC has a mean age of 5.5 years,
an age spectrum width of 2.75 years, and a bromine-
scaling factor of 50.  The fit is quadratic in EESC.
Middle panel:  An average of daily minimum ozone
values over Antarctica during the period from 21
September to 16 October.  The gray bars indicate the
range of ozone values over the same time period.
The gray line is the fit as described for the top panel.
Bottom panel:  Ozone mass deficit (OMD) average
over the 21-30 September period.  The gray bars indi-
cate the range of values over the same time period.
The gray line is the fit as described for the top panel.
This figure was generated using the merged ozone
data courtesy of Greg Bodeker (NIWA) and
NCEP/NCAR reanalysis 2 data.  Updated from
Figures 3-5 and 3-7 from WMO (2003).



lowest minimum value observed in 1994 (Figure 4-8,
middle panel).

Ozone Mass Deficit

The ozone mass deficit (OMD) combines the effects
of changes in ozone hole area and depth, and provides a
direct measure of the deficit relative to the mass present
for a value of 220 DU (e.g., Uchino et al., 1999).  Figure
4-8 (bottom panel) shows the OMD averaged over the
period 21-30 September.  While the long-term evolution
of the OMD follows the halogen loading, there is higher
frequency year-to-year variability; years with anomalously
high wave activity (1988, 2002, and 2004) show weak
Antarctic ozone depletion, and years with suppressed wave
activity show severe depletion (Huck et al., 2005, and ref-
erences therein).

Daily values of OMD over Antarctica for the years
2002-2005 are compared with the range of values over
the period 1990-2001 in Figure 4-9.  This plot shows
that, apart from 2002, the year 2004 also stands out as
having a weak ozone hole, while the OMD in the 2003
and 2005 Antarctic winters is more comparable to those
observed during the 1990s.  Although lower strato-
spheric (50 hPa) minimum temperatures were below
average over much of the 2004 Antarctic winter, they
increased and remained near average after mid-August

(Santee et al., 2005).  The lower stratosphere warmed
rapidly in September, halting further heterogeneous pro-
cessing of vortex air by the end of the month.  This
resulted in a slow increase in OMD and a leveling off in
late September (see Figure 4-9).  At the end of Septem-
ber, a large increase in mixing accompanied by a weak-
ening vortex transport barrier signaled vortex erosion
leading to the breakup (Manney et al., 2005b).

Hoppel et al. (2005b) used measurements from both
the Polar Ozone and Aerosol Measurement (POAM)
instrument and South Pole ozonesondes to investigate
changes in the ozone mixing ratio near the top (20-22 km)
of the ozone hole, comparing the years 2001-2004 with
the previous six years of POAM observations (1994-1996;
1998-2000).  They found that in this altitude range, the
year 2004 was distinguished by the highest minimum
vortex temperatures throughout August and September,
the lowest observed PSC frequency, and the smallest
photochemical ozone loss.

Chlorine Partitioning

The evolution of chlorine partitioning in the
winter polar vortices of both hemispheres is shown in
Figure 4-10.  In this figure, contemporaneous measure-
ments from two recent satellite missions are used to
update the conceptual sketch of wintertime chlorine par-
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titioning presented in a previous WMO Assessment
(WMO, 1995; Figure 3-1).  Although several studies
based on satellite, aircraft, balloon, and ground-based
measurements over the last decade have provided insight
into both the relative abundances of the main chlorine
reservoirs prior to activation and the interhemispheric
differences in their recovery at the end of winter, the
new data from the Atmospheric Chemistry Experiment
Fourier Transform Spectrometer (ACE-FTS) (e.g.,
Dufour et al., 2006) and the Aura Microwave Limb
Sounder (MLS) (e.g., Santee et al., 2005) are of unprece-
dented scope for studying seasonal changes in chlorine
partitioning.  In particular, the dominant chlorine reser-
voir before the onset of PSC processing is confirmed to
be HCl, not ClONO2 as indicated in the schematic shown
in WMO (1995).

In the Antarctic (Figure 4-10, left panel), chlorine is
converted into the active form ClO by early June; elevated
abundances of ClO then persist through mid-September.
In the severely denitrified and ozone-depleted conditions
characteristic of late Antarctic winter, HCl production is
highly favored and ClONO2 production is suppressed.

In the Arctic (Figure 4-10, right panel), the mag-
nitude and duration of chlorine activation are much
smaller than the Antarctic, even in a relatively cold
winter.  The ACE-FTS and Aura MLS measurements
clearly support the canonical picture of initial chlorine
deactivation in the Arctic, with the primary pathway the
reformation of ClONO2, followed by slow repartitioning
between ClONO2 and HCl.

4.1.2.2 POLAR OZONE LOSS STUDIES

Quantifying Arctic Ozone Loss

Diagnosing chlorine-catalyzed ozone destruction
requires distinguishing the effects of chemical processes
from those of transport and mixing, especially in the
Arctic, where ozone abundances are strongly controlled
by dynamics.  WMO (2003) presented an overview of the
methods commonly used to estimate chemical ozone loss
and discussed the limitations and sources of uncertainty
of each, as well as the degree of consistency between them.
Most of these techniques have been significantly refined
since the previous Assessment, with a particular emphasis
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on quantifying the uncertainties in the loss estimates.  This
section presents an update of recent progress in separating
chemical and dynamical effects and quantifying ozone
destruction, mainly in the context of the 2002/2003 Arctic
winter.  In 2002/2003, an unusually cold early winter pro-
moted an earlier inception of significant ozone destruc-
tion than in most other recent cold winters (e.g., Goutail et
al., 2005; Streibel et al., 2006).  The mid- to late winter
was very dynamically active and warmer than average,
but with a series of stratospheric warming events that lim-
ited cumulative ozone loss.  Aircraft and ground field cam-
paigns in the 2002/2003 winter provided an excellent
opportunity to assess understanding of polar ozone loss
processes, especially under the high solar zenith angle con-
ditions of early winter.  The different approaches to calcu-
lating chemical ozone loss generally agree well, lending
confidence in the estimates.

Ozone/Tracer Correlation Method. In this tech-
nique, changes in the compact correlations between ozone
and long-lived tracers over the winter are ascribed to
chemical loss.  This approach assumes that a reference
ozone/tracer relation representative of the early-winter
polar vortex can be established and that transport and
mixing processes do not significantly alter it, assump-
tions that had been questioned at the time of the previous
Assessment (e.g., Harris et al., 2002; WMO, 2003; Sankey
and Shepherd, 2003).  The technique was refined in recent
applications (Müller et al., 2002; Tilmes et al., 2003), and
a comprehensive re-evaluation of ozone loss in the Arctic
winters 1991-2003 was performed (Tilmes et al., 2004).
Ozone loss estimates generally agreed well with those
based on other approaches, with the smallest estimated
errors obtained in the coldest winters with greatest loss;
the major contribution to the error in the calculated loss
remained the uncertainty in the reference relation.  Müller
et al. (2005) confirmed the validity of ozone-tracer rela-
tions for quantifying chemical loss, provided that a reli-
able early vortex reference is obtained and vortex and
midlatitude air masses are well separated by a strong
transport barrier at the vortex edge.

Match Method. “Match” is a pseudo-Lagrangian
technique involving identification (through trajectory cal-
culations) of air parcels sampled two or more times in a
prescribed interval; differences in the observed ozone
mixing ratios are attributed to chemical loss.  Match has
received substantial attention since the previous
Assessment.  Morris et al. (2005) revisited the January-
March periods in 1992 and 2000 using a different trajec-
tory code and meteorological analyses than in the original
Match studies (Rex et al., 1998, 2002).  They confirmed
the statistical error bars published previously, but con-
cluded that actual uncertainties in the calculated ozone loss

rates are larger because of additional systematic errors,
consistent with earlier discussions of systematic Match
uncertainties (e.g., Rex et al., 1998; Harris et al., 2002).
Morris et al. (2005) recommended that future Match studies
employ extended (14-day) trajectory calculations and sug-
gested that some of the filter criteria built into the approach
may be unnecessary.  In contrast, Grooß and Müller (2003)
carried out a virtual Match campaign in the Chemical
Lagrangian Model of the Stratosphere (CLaMS) three-
dimensional (3-D) chemical transport model and found that
these filter criteria reduce the statistical uncertainty of the
estimated ozone loss rates and remove a systematic bias
induced by mixing across the vortex edge, particularly
during periods of strong vortex disturbances.

Lehmann et al. (2005) developed a statistical
approach to take into account the error correlation between
matches that share a common ozone measurement and
found that it depends nearly linearly on the “oversampling
rate” (i.e., the average number of matches to which an
ozone measurement contributes).  For ozonesonde Match
studies, the oversampling rate is low and the average
increase in the error bars is 15%.  For satellite Match
studies, however, the oversampling rate is typically much
higher and uncertainties increase by more than 50% com-
pared with those estimated assuming uncorrelated errors.
This updated approach to estimating uncertainties was
used for the 2002/2003 Match study (Streibel et al., 2006),
which also included the use of higher-resolution wind
fields for the trajectory calculations, the imposition of a
backward match radius in addition to the criterion along
the forward trajectory, and the earliest start of a Match
campaign, allowing investigation of ozone loss starting
in December.

Vortex-Average Method. In this method, the dif-
ference between an initial profile altered using diabatic
descent rates (estimated using a radiation code) and a final
observed profile yields an estimate of chemical loss.
Grooß and Müller (2003) used CLaMS simulations to
quantify the influence of intrusions of midlatitude air into
the vortex on ozone loss estimates derived with this
method and showed that, although cross-vortex transport
may often be insignificant, in some dynamically active
periods neglecting it may introduce significant error in the
estimated ozone loss rate.  Christensen et al. (2005)
applied the vortex-average method, corrected to account
for transport into the vortex, to ozonesonde data from the
2002/2003 Arctic winter and compared the results with
ozone loss estimates from other techniques, finding gen-
erally good agreement.  A variant on the vortex-average
method uses the evolution of a long-lived tracer, rather
than trajectory calculations and a radiation code, to deduce
diabatic descent.  For example, Odin SubMillimeter
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Radiometer (SMR) measurements of nitrous oxide (N2O)
were used to account for the effects of subsidence in esti-
mating chemical loss during the 2002/2003 winter from
both Odin/SMR (Urban et al., 2004) and ground-based
millimeter-wave (Raffalski et al., 2005) ozone observa-
tions.  This approach has been greatly facilitated by the
availability of simultaneous global ozone and tracer meas-
urements from recent satellite missions such as Odin,
Envisat, and Aura (e.g., Manney et al., 2006).

Passive Subtraction Method. In this technique,
differences between measured ozone and results from
model runs in which ozone is treated as a passive dynam-
ical tracer are assumed to arise from chemical changes.
Recent refinements in 3-D chemical transport models (see
Section 4.2.1.3) have improved estimates of chemical loss
derived in this manner.  Feng et al. (2005b) showed that
seasonal runs of the updated Single-Layer Isentropic
Model of Chemistry and Transport (SLIMCAT) model
(Chipperfield, 2006) produced realistic representations of
tracer transport and ozone loss for selected warm and cold
Arctic winters, including 2002/2003.  Goutail et al. (2005)
compared ground-based total ozone columns from the
2002/2003 winter with modeled passive ozone columns
from the Reactive Processes Ruling the Ozone Budget in
the Stratosphere (REPROBUS) and updated SLIMCAT
models; although both models indicated significant early-
winter loss, full-chemistry simulations from REPROBUS
did not reproduce all of the inferred loss.  Singleton et al.
(2005) compared the updated SLIMCAT with Polar
Ozone and Aerosol Measurement (POAM) III ozone
observations from 2002/2003, examining a “pure passive”
ozone advected as an inert tracer with no chemical
changes and a “pseudo passive” ozone for which only het-
erogeneous reactions on PSCs were switched off in order
to explore the influence of gas-phase chemistry on
inferred ozone loss.  The timing, morphology, and mag-
nitude of modeled (full chemistry) ozone loss agreed well
with that deduced from POAM observations, with the
largest differences (<1 parts per million by volume
(ppmv)) in the two passive ozone fields, attributed to
nitrogen oxides (NOx) chemistry in the “pseudo passive”
run, occurring above 450 K.  Finally, Grooß et al. (2005b)
showed that ozone loss inferred using CLaMS compared
well with other estimates.

Lagrangian Transport Calculation Method. A
method frequently applied to ozone measurements from
the Upper Atmosphere Research Satellite (UARS)
Microwave Limb Sounder (MLS) involves the use of a
Lagrangian transport (LT) model advecting trace gases
passively along parcel trajectories; departures from the
observed ozone provide an estimate of chemical loss.
Previous studies covered only the late-winter period for a

subset of Arctic winters observed by UARS MLS and used
different LT models and MLS data versions.  Manney et
al. (2003a) performed a comprehensive reanalysis that
encompassed the entire Arctic winter for all years with
sufficient data and used a consistent LT model and the
definitive UARS MLS dataset, facilitating evaluation of
interannual variability.

Chemical Loss in the 2004/2005 Arctic Winter

The potential for severe ozone depletion will exist
so long as stratospheric chlorine loading remains well
above natural levels.  The degree of chlorine activation and
consequent ozone destruction in the Arctic is primarily con-
trolled by dynamical variability.  Winters in which the polar
vortex is cold and isolated are expected to experience large
ozone losses, whereas ozone losses should be minimal in
warmer than average, disturbed winters.  The 2004/2005
Arctic winter was especially interesting in this context.
The lower stratosphere was exceptionally cold, particu-
larly below 400 K (~15 km), with temperatures below PSC
existence thresholds on more days and over a broader
region than previously observed (Manney et al., 2006; Rex
et al., 2006).  But the lower stratosphere was also dynami-
cally active, with frequent intrusions of lower-latitude or
vortex edge air into the vortex interior throughout the
winter (Manney et al., 2006; Schoeberl et al., 2006).
Moreover, the initial morphology of ozone in early winter,
prior to the onset of chemical loss, exhibited a strong gra-
dient in mixing ratio between low values in the vortex core
and high values at the edge (Manney et al., 2006; Rex et
al., 2006).  Thus mixing processes may have masked or
mimicked chemical loss, depending on the location in the
vortex.  A major final warming in early-March 2005 halted
PSC processing, terminating ozone destruction earlier than
in other recent cold winters.  These effects made disentan-
gling chemical and dynamical processes particularly diffi-
cult this year, possibly causing some analyses to be more
sensitive to sampling biases and increasing uncertainties in
the estimated losses.  Nevertheless, a suite of studies using
a variety of datasets and techniques provided fairly consis-
tent ozone loss estimates for this winter.

Manney et al. (2006) deduced chemical ozone loss
from Aura MLS measurements by using N2O to account for
the effects of diabatic descent in the vortex edge and core
regions, and estimated loss of up to 2 ppmv in the outer
vortex and ~1.5 ppmv averaged over the entire vortex, with
maximum losses in both regions between 450 and 500 K.
Manney et al. (2006) also applied the vortex-average
method, using trajectory calculations and a radiation code,
to both Aura MLS and POAM measurements (Figure 4-11)
and found maximum vortex-averaged chemical loss near
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Figure 4-11. Profiles of chemical ozone loss in terms of mixing ratio versus potential temperature (left panels) and
concentration versus altitude (right panels), over the intervals from 5 January to 10 March (top panels) and 5
January to 25 March (bottom panels) for three cold Arctic winters, estimated using various data sources and tech-
niques.  Although different line styles and symbols have been used to denote the different datasets and approaches,
in most cases it is not necessary to clearly distinguish the curves, as the derived ozone loss values are generally in
quite good agreement.  All lines represent results from the vortex-average descent method.  Thick lines without
symbols are from Manney et al. (2006), with solid lines based on POAM II/III and dotted lines based on UARS MLS
(1996) and Aura MLS (2005).  Thin lines with small symbols are from Rex et al. (2002) and Rex et al. (2006), with
lines marked by filled dots based on ozonesonde data, lines marked by open circles based on SAGE III data, and
lines marked by open squares based on POAM II/III data.  Large square symbols (connected by dashed lines)
show results from Match (Rex et al., 2002, 2006).  Ozone loss in 2005 terminated earlier and was smaller in terms
of mixing ratios compared with 2000.  But, because the 2005 loss extended to lower altitudes where ozone concen-
trations are high, it was larger in terms of concentration, which is the relevant quantity for total column loss.



450 K of 1.2-1.3 ppmv, slightly less than the estimates based
on MLS N2O.  These results imply that, in terms of mixing
ratios, chemical loss in 2004/2005 was slightly less than
that in 1999/2000 and comparable to that in 1995/1996, but
with maximum loss occurring at a lower altitude.

Singleton et al. (2006) used the updated SLIMCAT
model to infer chemical ozone loss from POAM III, Aura
MLS, ACE-FTS, Measurement of Aerosol Extinction in
the Stratosphere and Troposphere Retrieved by Occul-
tation (MAESTRO), and Stratospheric Aerosol and Gas
Experiment (SAGE) III measurements; all instruments
provided similar results, with a maximum inferred loss of
2-2.3 ppmv near 450 K (Figure 4-12).  Jin et al. (2006)
also examined ACE-FTS measurements, using correla-
tions between ozone and methane (CH4) (modified to
account for mixing processes), correlations between ozone
and an artificial tracer constructed to have a linear corre-
lation with ozone in early winter, and the vortex-averaged
descent method to diagnose an average maximum loss of
~2.1 ppmv near 500 K, with an average column loss of
119 DU over the region 375-800 K (14-30 km).

Results from Match (Rex et al., 2006; Figure 4-11)
indicated chemical loss characterized by a broad peak of
~1.5 ppmv from ~400-450 K, smaller than the maximum
mixing ratio loss in 1999/2000, but with more loss occur-
ring at lower altitudes.  However, Rex et al. (2006) showed
that, in terms of concentration (rather than mixing ratio),
ozone loss in 2004/2005 was considerably more severe
than that in 1999/2000, particularly below about 16 km.
For the total column and, hence, the ultraviolet (UV)
reaching the surface, the large concentration losses at
lower altitude have the biggest impact.  Therefore, total

column losses during 2004/2005 were at least on the order
of the largest losses recorded previously (Rex et al., 2006).

The 2004/2005 winter stands out as having the
largest VPSC and partial column ozone loss (∆O3 = 121 ±
20 DU over 380-550 K) of the last 14 years, although the
differences between column ozone losses in 1995/1996,
1999/2000, and 2004/2005 are within the uncertainties in
the calculation.  The compact and nearly linear relation-
ship between the influence of chemical ozone loss on ∆O3
and the winter average of VPSC reported by Rex et al.
(2004) and confirmed by Tilmes et al. (2004) was main-
tained in 2004/2005 (Figure 4-13; Rex et al., 2006).  In
contrast, comparisons of ground-based total ozone meas-
urements with passive ozone from REPROBUS (e.g.,
Goutail et al., 2005) indicated that the total column loss in
2004/2005 rivaled that in 1999/2000 but was smaller than
that in 1995/1996.  The various partial and total column
ozone loss estimates for the 2004/2005 Arctic winter dis-
cussed here are compared with those available from pre-
vious years in Figure 4-14.

The March 2005 averaged total ozone in Figure 4-6
clearly shows a distinct minimum (near 60°N) that is com-
parable to that in other years with strong depletions.  As
discussed in Section 4.1.2.1, total column ozone (data from
the OMI on Aura; Figure 4-7) averaged over the Arctic
region in March 2005 was below normal but comparable
to that in other recent winters, even though the magnitude
of chemical ozone destruction in the lower stratospheric
vortex was substantially larger.  The March 2005 average
in Figure 4-6 clearly shows a distinct minimum (near 60°N)
that is comparable to other years with strong depletions.
Several factors account for these apparent discrepancies.
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Figure 4-12. Daily average chemical ozone loss (ppmv) inside the vortex during the 2004/2005 Arctic winter
inferred by differencing passive ozone calculated by the updated SLIMCAT chemical transport model, and
ozone measured by the POAM III, SAGE III, Aura MLS, ACE-FTS, and MAESTRO instruments.  Days on which
data are missing or an instrument did not sample the vortex have been interpolated in time.  Data have been
smoothed with a seven-day running average.  The solid black line denotes the zero contour.



In previous years with later final warmings, the March
average reflected primarily winter vortex values that, for
dynamical reasons, were much lower than the spring values
dominating the 2005 average.  Even before the final
warming, the 2005 vortex had become highly distorted and
shifted off the pole (Manney et al., 2006).  The monthly
average over the entire Arctic region, therefore, encom-
passed air from both inside and outside the vortex; together
with the vigorous mixing following the vortex breakup,
this effect muted the signature of chemical depletion in the
average ozone north of 63°N.  As a consequence, the
average total column ozone over the Arctic in March 2005
was strongly influenced by dynamics and was not repre-
sentative of chemical loss inside the polar vortex remnants.

As a result of dynamical processes during the
warming in combination with the large chemical deple-
tion, total ozone over large parts of Europe was very low
(reaching values below 250 DU) for several days during
late March of 2005.  This led to elevated levels of UV at
the ground over Europe during those days.

Quantifying Antarctic Ozone Loss

Over the past two decades, numerous studies have
compared modeled and measured ozone in the Antarctic
ozone hole region.  Although in most cases the models
were shown to be successful in simulating the general fea-
tures of ozone hole development, such as the timing of
the onset and the cumulative amount of ozone loss, these
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Figure 4-13. Scatter plot of vortex-average chem-
ical loss of column ozone (∆O3, calculated over the
range 380 to 550 K) versus VPSC inferred from ozone-
sonde observations for the 1991/1992 to 2004/2005
Arctic winters (update from Rex et al., 2004).  Colored
squares and the red fit line show results based on
ozonesonde analyses; colored circles and the green
fit line show results from tracer correlation studies
based on Halogen Occultation Experiment (HALOE)
data (update from Tilmes et al., 2004).  Also shown
are results from SLIMCAT model simulations.  Open
black circles and the dotted fit line show results from
an older version of the model, run at a resolution of
7.5° for the 1990/1991 to 1999/2000 winters (same
model results as shown in Figure 2 of Rex et al.,
2004).  Closed black circles and the dashed fit line
show results from a new version of the model, run at
higher resolution (2.8°) for the 1994/1995 to
2003/2004 winters (same model results as shown in
Figure 1 of Chipperfield et al., 2005).  See Section
4.2.1 for descriptions of the old and newly updated
versions of the SLIMCAT model.  Adapted from Rex
et al. (2006), Rex et al. (2004), Tilmes et al. (2004),
and Chipperfield et al. (2005).

Figure 4-14. Interannual variation of the ozone
column losses in the Arctic since the early 1990s
based on Système d’ Analyse par Observation
Zénithale (SAOZ) satellite data (blue, update of
Goutail et al., 2005); ozonesonde analyses (red, typ-
ical uncertainty illustrated by the single error bar,
update from Rex et al., 2004); HALOE data (green,
Tilmes et al., 2004); Match (purple, Rex et al., 2002,
2006); and ACE-FTS data (orange, Jin et al., 2006).
The sonde, HALOE, and Match analyses represent
partial column losses between 380 and 550 K poten-
tial temperature.  The other studies represent esti-
mates of the total column losses, which can result in
slightly larger estimates in some winters.  Therefore,
the loss estimates from the SAOZ data have been
plotted with a dashed line to signify that they should
not be directly compared with the results from the
other two long-term studies.



did not provide a stringent test of theoretical under-
standing.  Until recently, few studies have undertaken the
kind of detailed quantitative estimations of ozone loss
that have become routine in the Arctic.  The inability to
accurately model ozone loss during cold Arctic winters
(e.g., WMO, 2003; Rex et al., 2003), however, has
renewed interest in the Antarctic, where ozone losses are
larger, the vortex is more isolated, and, consequently,
transport and mixing processes are less important in con-
trolling ozone abundances.  Several recent studies have
applied methods described above to quantify ozone loss
using measurements from satellites and the first coordi-
nated Antarctic ozonesonde Match campaign, conducted
in 2003.

Hoppel et al. (2005b) used the vortex-average
descent method with 10 years of ozone measurements
from the POAM II and III instruments to deduce chem-
ical loss, with a particular emphasis on the 20-22 km
region near the top of the ozone hole (see 4.1.2.1 for fur-
ther details).  Hoppel et al. (2005a) used the satellite
Match technique to calculate ozone loss rates at four
potential temperature levels over the range ~450-520 K
from five years of POAM III data and compared them
with rates from a photochemical box model.  Measured
loss rates at the high solar zenith angles characteristic of
the POAM-Match trajectories were found to increase
slowly from late June to early August, and then increase
rapidly until mid-September.  The Match loss rates were
also found to be highly sensitive to the meteorological
analyses used for the trajectory calculations.  Frieler et al.
(2006) compared modeled ozone loss rates with those
estimated for the 2003 ozonesonde Match campaign, as
well as several Arctic winters.  Detailed discussion of the
implications of both the Hoppel et al. (2005a) and Frieler
et al. (2006) studies for various model parameters is given
in Section 4.2.1.3.

Tilmes et al. (2006b) used the tracer/tracer corre-
lation technique with Improved Limb Atmospheric
Sounder (ILAS)-II measurements to examine the tem-
poral evolution of ozone loss throughout the 2003
Antarctic winter.  Chemical loss began in July for all alti-
tudes considered (380-620 K), and the accumulated
ozone loss and loss rates were shown to be highly
dependent on altitude.  Ozone loss rates increased
strongly during September throughout the lower strato-
sphere; half of the entire column ozone loss of 157 DU
occurred during September, with virtually all ozone
between 380 and 470 K destroyed by the end of the
month.  Simulations by the CLaMS box model confirmed
that increasing solar illumination and persistent low tem-
peratures led to enhanced ozone loss rates in mid-
September.

4.2 PROGRESS IN OUR UNDERSTANDING OF
THE PHYSICAL AND CHEMICAL
PROCESSES

4.2.1 Polar Ozone Chemistry

The chemical loss of polar ozone during winter and
spring occurs primarily by two gas-phase catalytic cycles
that involve chlorine oxide radicals (Molina and Molina,
1987) and bromine and chlorine oxides (McElroy et al.,
1986):

Cycle 1

ClO + ClO + M → ClOOCl + M (1a)

ClOOCl + hν → 2 Cl + O2 (1b)

2 [Cl + O3 → ClO + O2] (1c)

Net:  2 O3 → 3 O2

Cycle 2

BrO + ClO + hν → Br + Cl + O2 (2a)

Br + O3 → BrO + O2 (2b)

Cl + O3 → ClO + O2 (2c)

Net:  2 O3 → 3 O2

If loss of ClOOCl occurs by thermal decomposition:

ClOOCl + M → ClO + ClO + M (1d)

rather than photolysis (1b), a null cycle results that recy-
cles ClO but leads to no change in ozone.  Small contribu-
tions to polar ozone loss also occur due to cycles limited
by the reactions ClO + O and ClO + HO2.

Abundances of ClO in the polar vortex are greatly
elevated by reactions of inactive chlorine reservoir species
on various types of PSCs that form when temperatures
drop below about 195 K (see Section 4.2.2).  Abundances
of BrO determine the removal rate by cycle (2), which may
contribute almost half of the total chemical loss rate of
Antarctic and Arctic ozone (e.g., Frieler et al., 2006).  The
abundance of BrO, in contrast to ClO, is not strongly
affected by reactions involving PSCs (Pundt et al., 2002).
The emerging issue involving BrO, important also for our
understanding of polar ozone loss, is quantification of total
inorganic bromine (Bry) supplied to the stratosphere by
very short-lived (VSL) bromocarbons (see Chapter 2).

Since the previous Assessment, numerous field
and laboratory studies have provided advances in our
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quantitative understanding of ozone destruction by
cycles (1) and (2).  These advances include the first
measurements of the abundance of the chlorine
monoxide dimer (ClOOCl) (Stimpfle et al., 2004; von
Hobe et al., 2005); observations of BrO in the polar vor-
tices (Fitzenberger, 2000; Pfeilsticker et al., 2000;
Pundt et al., 2002; Canty et al., 2005; Giovanelli et al.,
2005; Dorf et al., 2006; Sinnhuber et al., 2005b; Frieler
et al., 2006; Schofield et al., 2006; Sioris et al., 2006);
better representation of denitrification in models (Grooß
et al., 2005b; Chipperfield et al., 2005); recognition that
formation of ClOOCl likely occurs faster than previ-
ously assumed (Boakes et al., 2005); and better con-
straints on the equilibrium constant between ClO and
ClOOCl from both laboratory studies (Plenge et al.,
2005) and field observations (von Hobe et al., 2005;
Stimpfle et al., 2004).  As detailed below, these find-
ings lead to better model representation of two key
processes: (1) the apparent discrepancies between meas-
ured and modeled chemical loss rates of Arctic ozone
during cold Januaries of specific winters (e.g., Rex et
al., 2003) that was noted in Section 3.3 of the previous
Assessment (Frieler et al., 2006), and (2) the relation
between chemical ozone loss and the volume of air
exposed to PSCs, based on more than a decade of obser-
vations, that was introduced in the previous Assessment
(Rex et al., 2004; Chipperfield et al., 2005).  These
advances suggest better predictive capability for future
ozone loss due to anthropogenic halogens is achievable
in general circulation models (GCMs) and coupled
Chemistry-Climate Models (CCMs), provided certain
fundamental characteristics of the atmosphere (e.g.,
chlorine and bromine loading; photolysis and thermal
decomposition of ClOOCl; denitrification) are well rep-
resented.  However, as discussed below, certain aspects
of polar chemistry are still subject to considerable
uncertainty, due to differences in various laboratory
measurements of the absorption cross section of
ClOOCl (σClOOCl) (Section 4.2.1.1) and uncertainty in
the atmospheric abundance of BrO (Chapter 2).

4.2.1.1 CHLORINE

Attention since the previous Assessment has con-
tinued to be focused on reducing uncertainties in the
parameters that control ozone loss by Cycle 1, such as the
rate constant for formation of ClOOCl (k1a), the photol-
ysis rate of ClOOCl (J1b), and the equilibrium constant
between the concentrations of ClO and ClOOCl (denoted
[ClO] and [ClOOCl], respectively) established if loss of
ClOOCl occurs via thermal decomposition:

KEQ = k1a/k1d = [ClOOCl] / [ClO]2 (3)

This section begins with a description of recent lab-
oratory measurements of reactions that affect polar ozone
loss by chlorine.  Then, we describe analyses of field studies
that focus on consistency between measured and modeled
representation of ClO and ClOOCl photochemistry.

Laboratory Studies

Boakes et al. (2005) reported a laboratory meas-
urement of k1a that is ~20% larger, over the temperature
range 206 to 298 K, than the measurements of Bloss et al.
(2001) and the Jet Propulsion Laboratory (JPL)
Publication 02-25 compendium (Sander et al., 2003; here-
after referred to as JPL 02-25) recommendation for this
rate constant.  This new study suggests that ozone loss by
Cycle 1 is faster than previously thought, which has impli-
cations for the partitioning between ClO and ClOOCl (see
below).  Boakes et al. (2005) support the upward revision
in the recommended value of k1a by JPL 02-25 that fol-
lowed the study of Bloss et al. (2001).  The Bloss et al.
(2001) and Boakes et al. (2005) values for k1a are fast
enough to pose a challenge to the theoretical understanding
of this reaction (Golden, 2003).

Plenge et al. (2004) is the only published laboratory
study of ClOOCl photolysis since the previous Assessment.
They found complete production of chlorine atoms and
chloroperoxy radicals (ClOO) upon photolysis of ClOOCl
at 250 and 308 nm, leading to 2Cl + O2 upon the rapid
thermal decomposition of ClOO at polar temperatures,
resulting in catalytic loss of ozone by Cycle 1.  This con-
trasts with an earlier study, described in the previous
Assessment, that indicated a ~10% yield of 2 ClO at 308
nm (Moore et al., 1999) (this branch leads to a null cycle
for ozone).  Most ozone depletion models assume produc-
tion of only ClOO + Cl upon photolysis of ClOOCl.  Thus,
Plenge et al. (2004) increase our confidence in the accuracy
of this assumption.  However, the primary contribution to
photolysis of ClOOCl occurs longward of 308 nm, and there
remains a need to define the product yields of ClOOCl pho-
tolysis for the atmospherically relevant spectral region.

Many of the ozone loss simulations described
below use a value for σClOOCl based on measurements by
Burkholder et al. (1990) out to 410 nm, with a log-linear
extrapolation to 450 nm using a formula given by Stimpfle
et al. (2004).  This Burkholder et al. (1990) photolysis rate
of ClOOCl is 40 to 50% faster than J1b based on the JPL
02-25 cross section and results in a good overall descrip-
tion of measured ClO and ClOOCl, if the JPL 02-25 value
of k1a is also used (Stimpfle et al., 2004; see below).  The
JPL Publication 06-2 compendium (Sander et al., 2006;
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hereafter referred to as JPL 06-2) recommendation for
σClOOCl is the same as in the previous recommendation.

The correctness of a log-linear extrapolation relies
on the assumption of a single dissociative state in the
wavelength region of interest.  The primary photolytic
pathway for ClOOCl is excitation to a singlet electronic
excited state.  Peterson and Francisco (2004) suggested
the existence of a weakly absorbing, dissociative triplet
state, predicted to have an absorption maximum at about
385 ± 25 nm, based on an ab initio calculation of the struc-
ture of the ClOOCl molecule.  This study calls into ques-
tion the appropriateness of log-linear extrapolations of
ClOOCl cross-section data.

Present uncertainty in J1b underscores the need for
laboratory studies able to quantify σClOOCl to wavelengths
as high as ~450 nm.  Existing laboratory studies are based
on spectra measured in the presence of other molecules,
such as molecular chlorine (Cl2), ozone, and/or dichlorine
monoxide (Cl2O).  The ClOOCl cross sections must be
determined by analysis of a composite spectrum that
includes absorptions from multiple species.  Large uncer-
tainties in laboratory determinations of σClOOCl persist at
atmospherically important wavelengths because the proce-
dures to correct for interfering species can be qualitative in
nature and prone to error (e.g., Huder and DeMore, 1995).

Plenge et al. (2005) recently reported values of KEQ
based on the bond strength of ClOOCl determined using
photoionization mass spectrometry.  Their values of KEQ
are smaller than the JPL 02-25 recommendation and the
earlier laboratory study of Nickolaisen et al. (1994), but
agree well with the laboratory measurement of Cox and
Hayman (1988).  The range of uncertainty for the JPL 02-
25 value of KEQ encompasses results from all of these lab-
oratory studies.  A lower value of KEQ implies that loss of
ClOOCl by thermal decomposition occurs faster than pre-
viously thought, leading to higher levels of ClO during
nighttime.  Bröske and Zabel (2006) report a value for KEQ,
determined from a laboratory kinetics study over the tem-
perature range 243 to 261 K, that lies between the values
of Cox and Hayman (1988) and Plenge et al. (2005) but
also exhibits a possible pressure dependence.  The high-
pressure (p > 30 hPa) value for KEQ of Bröske and Zabel
(2006) is similar to the JPL 06-2 recommendation.  The
low-pressure result, considered to be more reliable by
Bröske and Zabel (2006), leads to a value of KEQ quite
similar to the Plenge et al. (2005) value.

Ultimately, consistency between laboratory thermo-
dynamic determinations of the heat of formation of ClOOCl
and kinetic measurements of k1a and the reverse of k1a is
desired.  Determinations of KEQ from kinetics studies are
affected by uncertainties in k1a.  Bröske and Zabel (2006)

note that the apparent pressure dependence of KEQ points to
inconsistencies between dissociation and recombination
data, since KEQ is independent of pressure on theoretical
grounds.  Consistency between thermodynamic and kinetic
measurements has yet to be achieved, especially for tem-
peratures relevant for the winter polar stratosphere.

Field Observations

Stimpfle et al. (2004) reported the first measure-
ments of ClOOCl, acquired from an instrument aboard
the NASA ER-2 aircraft in the Arctic stratosphere during
the winter of 1999/2000.  These observations, analyzed
with simultaneous measurements of ClO from the same
instrument, were used to test the understanding of k1a,
J1b, and KEQ.  Assuming the JPL 02-25 recommendation
for k1a, measurements made during daylight, over a wide
range of solar zenith angles, indicate best agreement with
a value for J1b based on absorption cross sections from
Burkholder et al. (1990) (Figure 4-15).  The JPL
Publication 00-3 (Sander et al., 2000; hereafter referred
to as JPL 00-3) rate for k1a is most consistent with a value
of J1b based on ClOOCl cross sections that lie between
those given by JPL 02-25 and Burkholder et al. (1990),
while the Boakes et al. (2005) rate for k1a implies faster
photolysis of ClOOCl than given by any of the available
cross section measurements.  Figure 4-15 highlights the
fact, emphasized by Stimpfle et al. (2004), that daytime
measurements of ClO and ClOOCl constrain only the
ratio k1a/J1b.  The value of J1b decreases by more than an
order of magnitude as solar zenith angle (SZA) increases
from 70° to 92° (Figure 4-15), so analysis of [ClO]2/-

[ClOOCl] provides a test of the partitioning of these
species for a wide range of photolytic conditions
(Stimpfle et al., 2004).  This ratio is important because
models adopting J1b based on Burkholder as well as k1a
from JPL 02-25 will calculate more rapid ozone loss than
models using JPL 02-25 kinetics, since photolysis of
ClOOCl is the rate-limiting step for ozone loss by Cycle
1.  Considering the ±25% (1σ) uncertainty in the obser-
vations used to define β (see caption of Figure 4-15), a
model based solely on JPL 02-25 kinetics is not consis-
tent with the observations at the 1σ uncertainty level
(Stimpfle et al., 2004).

Field observations of nighttime ClO and in some
cases ClOOCl abundances by several groups suggest that
the equilibrium constant KEQ may be smaller than the
JPL 02-25 recommendation.  Observations of ClO and
ClOOCl by Stimpfle et al. (2004), obtained during night-
time when thermal equilibrium (e.g., equation (3)) can
be assumed, indicate better overall agreement with values
of KEQ from the laboratory study of Cox and Hayman
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(1988) compared with values from either JPL 02-25 or
Nickolaisen et al. (1994).  Nighttime observations of ClO
and ClOOCl abundances in the Arctic stratosphere during
the winter of 2002/2003 reported by von Hobe et al.
(2005) were used to determine an empirical value for KEQ

that implies faster thermal decomposition for ClOOCl
than the JPL 02-25 value, and somewhat faster decom-
position than the Cox and Hayman (1988) and Plenge et
al. (2005) values.  Berthet et al. (2005) analyzed night-
time observations of ClO in the Arctic vortex during the
winter of 2002/2003, obtained from a microwave
radiometer onboard the Odin satellite.  They concluded
that KEQ lies between the laboratory determination of
Cox and Hayman (1988) and the empirical value of von
Hobe et al. (2005) and that their data are not consistent
with the JPL 02-25 value for KEQ.  Finally, an analysis of
daytime and nighttime field measurements together with
thermodynamic calculations and unimolecular rate
theory reveals that overall best consistency between
theory and observation is obtained using the Plenge et al.

(2005) value for KEQ, the Nickolaisen et al. (1994) value
for k1a, and σClOOCl that lies between JPL 02-25 and the
value given by Burkholder et al. (1990) (von Hobe et al.,
2006).  The uncertainty in the JPL 02-25 recommenda-
tion for KEQ encompasses all of the field observations as
well as the recent laboratory determination based on
measurement of the ClOOCl bond dissociation energy,
so none of the recent results are outside of the range of
prior expectation.

All of these recent results are in basic agreement
with earlier analyses of nighttime atmospheric measure-
ments of ClO (Avallone and Toohey, 2001, and refer-
ences therein).  Vogel et al. (2006) examined chemistry
related to ClO-radical complexes, and concluded that
this chemistry, while still highly uncertain, might be
important for regulating the ratio of ClO and ClOOCl at
night, which might complicate atmospheric, empirical
determinations of KEQ.  However, the effect of uncer-
tainty in KEQ on ozone loss is small compared with
other uncertainties, such as the abundance of BrO and
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SZA (deg.)

Figure 4-15.  Daytime analysis of all SAGE III
Ozone Loss and Validation Experiment (SOLVE)
flights, β versus solar zenith angle (SZA), where β =
([ClOOCl] / [ClO]2)OBSERVED / ([ClOOCl] / [ClO]2)MODEL.
Data selected for SZA < 92° and M < 3.0 x 1018 molec
cm-3.  Average values of β are shown for 2°-wide SZA
bins for 70° < SZA < 86°, and for 1°-wide bins for SZA
> 86°.  The top panel shows calculated values of J1b

versus SZA at 60 hPa for a model albedo of 0.24,
using values of the ClOOCl cross section from
Burkholder et al. (1990), JPL 02-25, and Huder and
DeMore (1995), as indicated.  Observed albedos are
used for the calculations of β.  The bottom three
panels show results for using three values of the
absorption cross section of ClOOCl:  Huder and
DeMore (1995), JPL 02-25, and Burkholder et al.
(1990).  Within each panel, results are shown for
model simulations using five values of the rate con-
stant of ClO + ClO + M:  Trolier et al. (1990), JPL
00-3, Bloss et al. (2001), JPL 02-25, and Boakes et
al. (2005).  Error bars depict the ± 25% uncertainty
(1σ) in β attributable to the uncertainties in the obser-
vations of ClO and ClOOCl; error bars are shown only
for simulations using the Trolier et al. (1990) and
Boakes et al. (2005) rate constants.  Points associ-
ated with these two model runs have been displaced
slightly with respect to the actual mean SZA, for clarity
of the error bars.  After Stimpfle et al. (2004).



the photolysis rate of ClOOCl.  Perhaps the most impor-
tant reason to reduce uncertainties in KEQ is that accu-
rate knowledge of this parameter will enable better
determination of ClOx (ClO + 2 × ClOOCl) from night-
time observations of ClO.

4.2.1.2 BROMINE

Measurements of BrO profiles in the Arctic vortex
have been obtained for a number of winters using a bal-
loonborne spectrometer (e.g., Pfeilsticker et al., 2000;
Fitzenberger, 2000; Pundt et al., 2002; Dorf et al., 2006).
Model studies that deduce BrOx (BrO + BrCl) or Bry from
these BrO profiles estimate a total bromine loading of 20
to 24 parts per trillion by volume (pptv) (Canty et al.,
2005; Dorf et al., 2006; Frieler et al., 2006), significantly
larger than the abundance of bromine that can be deliv-
ered to the stratosphere by methyl bromide (CH3Br) +
halons alone (see Chapter 2).  Most chemical transport
models (CTMs), GCMs, and CCMs used to assess polar
ozone loss use estimates of Bry based only on supply of
bromine from CH3Br + halons.  A value of bromine radi-
cals (BrOx) inferred from BrO in the Arctic vortex on 18
February 2000 is 40 to 60% higher (e.g., 6 to 9 pptv
larger) than values of BrOx (BrO + BrCl) used in typical
simulations of the Modèle Isentropique de transport
Mésoéchelle de l’Ozone Stratosphérique par Advection
avec CHIMie (MIMOSA-CHIM) 3-D CTM and the
Atmospheric and Environmental Research, Inc. (AER)
two-dimensional (2-D) model (Figure 4-16), resulting in
a larger relative contribution from bromine to polar ozone
loss (Frieler et al., 2006).  The BrOx profile shown in
Figure 4-16 provides additional and independent support
to the results to the analyses shown in Chapter 2 because
the chemistry used to infer BrOx from BrO at high lati-
tude (involving only bromine chloride (BrCl) and BrO) is
distinct from the chemistry used to infer Bry from BrO at
midlatitudes (involving mainly BrO and bromine nitrate
(BrONO2), and hypobromous acid (HOBr) and hydrogen
bromide (HBr) to a lesser degree).

Retrievals of BrO profiles from Scanning Imaging
Absorption Spectrometer for Atmospheric Chartography
(SCIAMACHY) limb scattered radiances, which provide
near-global coverage and hence include the polar vortices,
have been conducted by two research groups.  Sinnhuber
et al. (2005b) report a modest contribution, 3 ± 3 pptv, to
Bry from VSL compounds, whereas Sioris et al. (2006)
deduce a much larger contribution, 8.4 ± 2 pptv.  As dis-
cussed in Chapter 2, these discordant findings are driven
by differences in the retrievals of BrO.  Schofield et al.
(2006) report ground-based observations of BrO over
Arrival Heights, Antarctica (77.8°S), that are consistent

with Bry of ~21.2 pptv at 20 km, suggesting again a sig-
nificant role for the presence of more bromine in the polar
regions than can be supplied solely by CH3Br and halons.
Giovanelli et al. (2005) obtained aircraft measurements of
BrO over Antarctica that range from 4 to 10.3 pptv.
Chapter 2 provides an extensive discussion on the quan-
tification of the role of VSL compounds on the strato-
spheric bromine budget.

The reaction of BrO + ClO has three product chan-
nels:

BrO + ClO → ClOO + Br (34%) (4a)

→ BrCl + O2 (7%) (4b)

→ OClO + Br (59%) (4c)

The percentage yields for the three branches at 195 K using
JPL 02-25 kinetics are noted.  Channels 4a and 4b lead to
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Figure 4-16.  Profile of BrOx (= BrO + BrCl) inferred
from a DOAS measurement of BrO over Kiruna,
Sweden (68°N), on 18 February 2000 (Canty et al.,
2005; Fitzenberger, 2000) compared with a profile
of BrOx found for this region by the AER two-
dimensional model assuming supply of strato-
spheric bromine from only CH3Br and halons
(Salawitch et al., 2005).  Also shown is an estimate
of Bry from the MIMOSA-CHIM three-dimensional
chemical transport model, assuming again strato-
spheric supply of Bry only by CH3Br + halons.
Adapted from Frieler et al. (2006).
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ozone loss (following thermal decomposition of ClOO or
photolysis of BrCl), which is generically represented by
process 2a in the depiction of Cycle 2.  Channel 4c, the
most efficient branch, results in a null cycle, since the O-
O bond is not reformed upon loss of OClO.

The only direct determination of the yield of BrCl
from BrO + ClO, a laboratory study conducted at room
temperature (Poulet et al., 1990), resulted in a yield of
~12%, larger than the JPL 02-25 room temperature rec-
ommendation of 9 ± 2%.  Considerable uncertainty exists
in the branching ratios at temperatures characteristic of
the polar vortices, owing mainly to the lack of direct
laboratory determinations at low temperature.  Night-
time abundances of OClO are particularly sensitive to
the branching ratios of BrO + ClO, since the twilight for-
mation of BrCl as a nighttime reservoir of bromine affects
the efficiency of OClO production.  An analysis of night-
time OClO measurements, obtained by lunar and stellar
occultation, suggests a higher yield for BrCl and a smaller
yield for OClO from the BrO + ClO reaction at low tem-
perature than is given by JPL 02-25 (Canty et al., 2005).
This result could imply a ~10% increase in the rate of
ozone loss by the BrO + ClO cycle (Canty et al., 2005).
While numerous uncertainties complicate the interpreta-
tion of nighttime OClO, the study of Canty et al. (2005)
underscores the need for better definition of the branching
ratios of the BrO + ClO reaction.

The precise level of BrO and Bry in the polar vor-
tices remains an area of active research.  Many meas-
urements are emerging from satellite, balloon, and in
situ aircraft instruments.  Quantification of the contri-
bution of VSL bromocarbons to the Bry budget of the
polar vortices and of the branching ratios of the BrO +
ClO reaction at low temperature are needed to improve
future quantification of the polar ozone loss rates and to
better quantify the relative contribution of bromine to
polar ozone loss.

4.2.1.3 OZONE LOSS RATES

This section focuses on studies that examine the con-
sistency of modeled and measured chemical loss rates of
polar ozone.  The discussion is organized around two key
concepts:  (1) that models, using rate constants from JPL 02-
25 and estimates of bromine based on supply of bromine
from only CH3Br + halons, tend to underestimate measured
chemical ozone loss rates, particularly during cold Arctic
Januaries (e.g., Rex et al., 2003 and references therein); and
(2) that the overall amount of chemical loss of column ozone,
for specific Arctic winters, exhibits a tight correlation with
the volume of air in the vortex that has been exposed to PSCs
throughout winter (Rex et al., 2004; Tilmes et al., 2004).

Ozone Loss Rates:  Measurement Overview

The estimates of ozone loss rates in Rex et al. (2003)
are based on the Match technique applied to a series of ozone-
sonde measurements.  This study showed that measured
chemical loss rates of Arctic ozone exceed the maximum
possible calculated rates, assuming complete chlorine acti-
vation and JPL 00-3 kinetics, for four cold Januaries (1992,
1995, 1996, and 2000).  A number of other studies, some of
which have been discussed in previous assessments, also
have documented similar discrepancies between measured
and calculated chemical ozone loss rates during cold Arctic
Januaries (e.g., Hansen et al., 1997; Becker et al., 1998).  The
estimates of ozone loss rates in Rex et al. (2004), which
examine processes over longer time scales than Rex et al.
(2003), are based on the “vortex-averaged descent” tech-
nique applied to temporal averages of ozonesonde profiles
inside the polar vortex.  Rex et al. (2004) showed a tight,
near-linear relation between chemical loss of column ozone
(∆O3) and the volume of air exposed to PSC conditions
(VPSC) in the Arctic vortex for data collected during 10 Arctic
winters that span 12 years (Figure 4-13, previous section).
A preliminary version of this relation was presented in the
previous Assessment.  The relation between ∆O3 and VPSC
was poorly simulated by the 3-D CTM simulations of
SLIMCAT shown in Rex et al. (2004).  These SLIMCAT
simulations exhibit a slope that is considerably less steep
than the observations (Figure 4-13), implying the model
might be underestimating the sensitivity of future polar
ozone depletion to climate change.  However, as shown
below, updated runs of SLIMCAT result in an improved
simulation of the relation between ∆O3 and VPSC.

Tilmes et al. (2004) conducted an independent
analysis of the relation between ∆O3 and VPSC that was
based on chemical loss rates deduced from analyses of
Halogen Occultation Experiment (HALOE) data.  Their
study supports the linear relationship between ∆O3 and
VPSC reported by Rex et al. (2004).  They also showed that,
if VPSC is averaged over the same time period as ∆O3, then
solar illumination of the cold vortex is a factor that impacts
ozone loss rates.

Ozone Loss Rates:  Theory and Observation

A number of studies using various models have
shown considerable improvement in our understanding of
polar ozone loss rates since the previous Assessment.  Feng
et al. (2005b) reported 3-D CTM calculations using the
SLIMCAT model of Arctic ozone for the winters of
1999/2000, 2002/2003, and 2003/2004.  In their model,
they assumed an extra 100 pptv of chlorine and an extra 6
pptv of bromine reaches the stratosphere, due to short-
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lived halocarbons (these values are consistent with esti-
mates given in Chapter 2).  They used JPL 02-25 kinetics,
except the value for σClOOCl was based on Burkholder et
al. (1990), extrapolated to 450 nm as described by Stimpfle
et al. (2004).  They used a simple nitric acid trihydrate
(NAT)-based denitrification scheme, described by Davies
et al. (2002).  Overall, the model calculations provided a
realistic representation of chemical ozone loss for the three
winters.  Some discrepancies between observed and cal-
culated ozone are noted during times of vortex disturbance,
but overall these simulations provide a quantitative
advance in the ability to accurately simulate chemical
ozone loss rates using the SLIMCAT model.  Grooß et al.
(2005b) reported improvements in the agreement between
modeled and measured ozone loss rates upon use of a more
realistic denitrification scheme within the CLaMS
Lagrangian trajectory model for the Arctic winter of
2002/2003.  A study using the MIMOSA-CHIM CTM
found that denitrification contributed about 23% and 17%
more ozone depletion for the Arctic winters of 1999-2000
and 2002-2003, respectively, compared with model calcu-
lations that did not include denitrification (Tripathi et al.,
2006).  They also found best agreement between meas-
ured and modeled chemical loss of column ozone for
Arctic winters of 1999/2000 and 2002/2003 for a simula-
tion that used the Burkholder et al. (1990) cross section,
allowed for supply of bromine from CH3Br and halons as
well as short-lived species methylene bromide (CH2Br2)
and bromochloromethane (CH2BrCl), and an adjustment
to cooling rates that improved agreement with measured
N2O (i.e., that led to more realistic vortex descent).

Chipperfield et al. (2005) examined the relation
between ∆O3 and VPSC using runs of the SLIMCAT CTM
updated relative to results shown in Rex et al. (2004).
These runs used the Burkholder et al. (1990) extrapolated
value for σClOOCl, an extra 100 pptv of inorganic chlorine
(Cly) and an extra 6 pptv of Bry due to VSL halocarbons
(Chapter 2), and a treatment of denitrification by large
nitric acid trihydrate (NAT) particles (Davies et al., 2002)
that results in denitrification for the cold winters that was
largely absent from earlier ice-based denitrification
schemes.  The new denitrification scheme increased mod-
eled ozone depletion by ~30% for cold winters, such as
1999/2000 (Davies et al., 2002; Chipperfield et al., 2005).
Also, the new SLIMCAT runs were at higher spatial reso-
lution (2.8° × 2.8°) than the older simulations (7.5° × 7.5°)
shown in Rex et al. (2004) and used a new radiation
scheme; these improvements lead to stronger descent and
a more isolated vortex.  The new SLIMCAT runs simulate
quite well the empirical relation between ∆O3 and VPSC
(Figure 4-13).  Improvements relative to the SLIMCAT
results shown in Rex et al. (2004) are due to all three chem-

ical factors as well as the improved model representation
of vortex descent and isolation.

Douglass et al. (2006) simulated ∆O3 versus VPSC
using a CTM driven by winds from a 50-year integration of
the Goddard Earth Observing System (GEOS-4) GCM.
Their calculations were conducted at a resolution of 2.5°
(longitude) by 2.0° (latitude).  They concluded that use of
winds from a GCM tends to result in a more realistic simu-
lation of vortex isolation than found using assimilated winds.
Douglass et al. (2006) were able to simulate well the empir-
ical relation between ∆O3 and VPSC for standard photochem-
istry (e.g., JPL 02-25) and for Bry assuming no contribution
from VSL halocarbons.  They also reported that use of the
Burkholder et al. (1990) value for σClOOCl and extra bromine
from VSL compounds resulted in excess ozone loss com-
pared with observations.  Hence, it is presently unclear
whether changes in ClOx photochemistry and representation
of Bry from VSL compounds are needed to achieve accurate
representation of the ∆O3 versus VPSC relation within CTMs.
Finally, Tripathi et al. (2006) examined the sensitivity of
ozone loss to CTM resolution, and concluded that their
model required a resolution of 1.0° ×  1.0° to properly repre-
sent ozone loss at the edge of the vortex at low solar illumi-
nation (i.e., during January in the Arctic).

Hoppel et al. (2005a) compared measured ozone
loss rates in the Antarctic vortex, found using the Match
approach applied to POAM III satellite data, with
Lagrangian box model estimates of calculated ozone loss
rates.  They reported that agreement between modeled and
measured ozone loss rates is improved if the model
employs larger values of σClOOCl (e.g., Burkholder et al.,
1990) and a total bromine loading of 24 pptv, reflecting an
~8 pptv contribution from VSL bromocarbons.  This
amount of bromine from VSL species is near the upper
limit of estimates based on satellite and aircraft data
(Section 2.5, Chapter 2).  Tripathi et al. (2006) concluded
that a CTM simulation using JPL 02-25 kinetics and
bromine from CH3Br, halons, CH2Br2, and CH2BrCl
tended to underestimate observed Antarctic ozone loss
rates for several winters.  Slightly better agreement was
obtained using Burkholder et al. (1990) cross sections.

Frieler et al. (2006) examined measured and mod-
eled ozone loss rates for the Arctic and Antarctic vortices,
with the measured loss rates based on Match estimates
applied to ozonesonde data, and the modeled loss rates
based on Lagrangian box model calculations.  Their refer-
ence simulation used JPL 02-25 kinetics and a value for
BrOx based on supply of Bry from only CH3Br + halons.
Using the maximum amount of ClOx available, the refer-
ence simulation underestimates observed ozone loss rates
for several Arctic winters, particularly during cold Janu-
aries, such as in 2000 (Figure 4-17, top panel), consistent
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Figure 4-17.  Top two panels:  All results are for the Arctic winter 1999/2000.  Gray diamonds represent the
mean value of ClOx measured at 450 ± 10 K potential temperature for 8 ER-2 flights that remained entirely
inside the vortex; vertical bars represent the range between maximum and minimum ClOx (Stimpfle et al.,
2004).  The lines represent the amount of ClOx necessary to account for the measured ozone loss rate and the
modeled ozone loss assuming ClOx = 3.7 ppbv (“maximum possible ozone loss”), for the following four model
runs:

• Run 1 (black):  JPL 02-25 kinetics and modeled BrOx from CH3Br and halons
• Run 2 (blue dashed):  Burkholder et al. (1990) σClOOCl and modeled BrOx from CH3Br + halons
• Run 3 (blue dotted):  JPL 02-25 kinetics and measured BrOx

• Run 4 (blue solid):  Burkholder et al. (1990) σClOOCl and measured BrOx

Red boxes show the observed chemical ozone loss rate per sunlit hour from Match (error bars denote 1σ
uncertainty), used to constrain model estimates of necessary ClOx.  Bottom panel:  Relative importance of
ozone loss due to the BrO + ClO cycle (gray), the HOCl cycle (orange), the ClO + O cycle (red), and the ClO +
ClO cycle (blue), for various Arctic winters (as indicated).  Each grouping shows model results, in order, for the
four model runs described above (e.g., run 4 has highest contribution of BrO + ClO to ozone loss).  Adapted
from Frieler et al. (2006).



with previous results (e.g., Rex et al., 2003).  They show
that the discrepancy between measured and maximum pos-
sible ozone loss rates in January (i.e., rates based on an
assumption of complete chlorine activation) is largely
resolved in a second model run that assumed a profile for
BrOx based on differential optical absorption spectroscopy
(DOAS) balloon BrO that is considerably higher than BrOx
found assuming supply of Bry from only CH3Br + halons
(Figure 4-16), and a value for J1b based on the Burkholder
et al. (1990) value for σClOOCl (extrapolated to 450 nm).
The largest effects on ozone removal rates were the faster
value of J1b (~20% effect) and the higher value of BrOx
(~15% effect).  The relative contribution of Cycle 2 (BrO
+ ClO) to overall chemical loss for various winters
increases from 17 to 33% for the reference run to 27 to
48% for the model run that agrees best with overall
measured ozone loss rates (Figure 4-17, bottom panel).

Most important, Frieler et al. (2006) were able to
examine ClOx (Stimpfle et al., 2004), BrOx (Fitzen-
berger, 2000; Canty et al., 2005), and measured and mod-
eled ozone loss rates for the Arctic winter of 1999/2000.
They showed good overall consistency between all of
these quantities for the second model run (Figure 4-17,
middle panel), suggesting a good quantitative explana-
tion of the chemical loss rates of Arctic ozone for this
winter at 450 K, the highest level where sufficient in situ
measurements of ClOx species are available.  This
finding relies on the validity of the larger value of J1b
and higher levels of stratospheric bromine.  These
aspects of polar chemistry are still subject to consider-
able uncertainty, due to differences in various labora-
tory measurements of σClOOCl (Section 4.2.1.1) and
uncertainty in the atmospheric abundance of BrO
(Chapter 2).  Also, quantitative consistency between
observation of polar ozone loss rates and measured ClOx
and BrO has yet to be demonstrated at other altitudes
and for other years.

In summary, numerous recent studies have shown
that models are better able to capture the observed
degree of chemical loss of polar ozone for a wide range
of meteorological conditions that occurred during the
past decade.  This is an important advancement since the
previous Assessment.  The improvements of simulated
ozone depletion are driven in part by the use of global
models that are able to better capture the isolation of the
polar vortices, due to improved horizontal resolution
and/or winds that minimize excessive horizontal mixing
across vortex boundaries.  Previously noted discrepan-
cies between measured and modeled ozone loss rates are
largely resolved, within Lagrangian trajectory box
models, assuming a faster rate of ClOOCl photolysis,
higher levels of BrO that may be consistent with a sig-

nificant source from VSL bromocarbons, and improved
representation of denitrification that appears to be con-
sistent with available observations (see Section 4.2.2).
While the faster rate of ClOOCl photolysis appears to
be consistent with atmospheric observations of ClO and
ClOOCl, it is important to stress that daytime observa-
tions of these species constrain only the ratio k1a / J1b,
and that considerable uncertainty exists in present labo-
ratory determinations of k1a and the cross sections used
to calculate J1b.  Nighttime observations of ClO provide
an important test of the consistency of our understanding
of polar ozone photochemistry.  However, field obser-
vations reveal inconsistencies with many laboratory
studies.  Also, we have yet to achieve consistency
between thermodynamic and kinetic laboratory studies
of ClO/ClOOCl photochemistry, in part due to the chal-
lenges associated with laboratory work at temperatures
near 200 K.  Finally, quantification of BrO and Bry levels
in the polar vortices, and the role of VSL bromocarbons,
presents an additional source of uncertainty that is an
active area of research.

4.2.2 PSC Processes

Polar stratospheric clouds (PSCs) influence
ozone loss through two main processes: (1)  chlorine
activation on PSC particles leading to ozone losses and
(2) sedimentation of PSCs causing denitrification and
exacerbating ozone loss.  Our understanding of denitri-
fication in particular continues to evolve, mainly in
response to research into the characteristics and forma-
tion of solid-phase nitric acid hydrate particles.  WMO
(2003) described the unexpectedly low (~10-4 cm-3) con-
centrations of large nitric acid particles that were first
observed during the 1999/2000 Arctic winter with the
introduction of improved instrumentation (Fahey et al.,
2001).  Several studies have now concluded that such
particles are widespread, both from in situ observations
during the 2002/2003 Arctic winter (Larsen et al., 2004;
Voigt et al., 2005) and from updated analyses of remote
measurements (Poole et al., 2003; Adriani et al., 2004).
Using multiple simultaneous PSC measurements, Larsen
et al. (2004) have demonstrated that a low concentration
of nitric acid trihydrate (NAT) particles can be masked
when the coexisting liquid particles become optically
dominant.  Therefore, a background population of solid
particles may be more pervasive than is apparent in
remote sensing observations, requiring the introduction
of new PSC formation mechanisms.

Synoptic-scale ice formation below the frost
point (Tice), which was considered to be a primary mech-
anism for solid nitric acid formation, is much too infre-
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quent to account for the widespread formation of solid
nitric acid particles in the Arctic.  In contrast, mesoscale
temperatures below Tice may provide a NAT formation
mechanism, through nucleation of nitric acid hydrates
on mountain wave-induced ice clouds.  High concentra-
tions of mesoscale solid nitric acid particles have been
unambiguously identified in multiple studies (Carslaw
et al., 1999; Wirth et al., 1999; Hu et al., 2002;
Fueglistaler et al., 2003; Luo et al., 2003).  Modeling
studies have demonstrated that sedimentation from the
base of a NAT cloud with high particle concentrations
(the “mother cloud”) allows selective growth of a few
NAT particles in the underlying supersaturated, cloud-
free air (Fueglistaler et al., 2002a; Dhaniyala et al.,
2002).  Over several days, low concentrations (10-2-10-5

cm-3) of large NAT particles are generated over a wide
vertical and horizontal extent.  This mechanism can suc-
cessfully explain observations of low NAT particle con-
centrations from clouds assumed to initially contain
much higher solid particle concentrations (Fueglistaler
et al., 2002b).  Mann et al. (2005) have shown that
including this mechanism in a 3-D model can produce
large NAT particles in up to 60% of the NAT supersatu-
rated region in the Arctic.  Most studies have focused on
the Arctic, but some Antarctic NAT PSC observations
have also been attributed to mesoscale nucleation
(Höpfner et al., 2006).

Other Arctic PSC observations, however, cannot
be explained by mesoscale cloud formation (Pagan et
al., 2004; Larsen et al., 2004; Voigt et al., 2005).  Pagan
et al. (2004) examined the role of mountain wave ice
clouds in generating solid-phase nitric acid PSCs that
were observed on three dates.  Using satellite observa-
tions and model results to identify any regions with ice
cloud formation, Pagan et al. (2004) concluded that none
of the observed PSCs could have originated in an ice
cloud.  In situ measurements of large nitric acid parti-
cles at low concentrations made by Voigt et al. (2005) in
the Arctic also cannot be attributed to ice formation, at
either the synoptic scale or mesoscale.  The observed
particles formed within one day of the temperature
dropping below the NAT temperature, TNAT, with tem-
peratures at most 3.1 K below TNAT (implying NAT
supersaturation ratios less than ten).  The narrow range
of environmental conditions strictly constrains the for-
mation mechanism and the NAT freezing rate.  Voigt et
al. (2005) show that heterogeneous freezing of NAT,
specifically triggered by meteoritic particles, could
explain the observations.  Homogeneous freezing of
NAT is unlikely, because laboratory data show that such
freezing is very slow under the observed conditions
(Knopf et al., 2002).  Alternative interpretations of the

homogeneous freezing rates have been proposed
(Tabazadeh, 2003).  However, in a study of several pro-
posed homogeneous freezing rates, Drdla and Browell
(2004) concluded that none yielded model results con-
sistent with observations of denitrification and PSC
onset for the 1999/2000 Arctic winter.  Heterogeneous
freezing currently appears to be the most likely mecha-
nism for producing nitric acid hydrate particles at syn-
optic scales in the Arctic.  However, the specifics remain
poorly defined, such as the nuclei involved, the factors
that control the freezing rate, and the extent to which
heterogeneous freezing also occurs in the Antarctic.

Based on these PSC formation mechanisms, new
denitrification schemes for CTMs have been developed.
Previous denitrification schemes that required synoptic
scale temperatures below Tice frequently failed to get
any Arctic denitrification; the new schemes produce
much more widespread denitrification.  Revised denitri-
fication has contributed to improvements in modeling
ozone loss (see Section 4.2.1.3).  Synoptic-scale particle
formation has been approximated by applying a slow,
uniform NAT particle-formation rate whenever NAT is
supersaturated.  Using this approach and an assumed
rate of 8 × 10-10 cm-3s-1, Davies et al. (2005) have simu-
lated several Arctic winters with the SLIMCAT CTM.
Generally good agreement was found between model
denitrification and observations (both satellite and in
situ), but interannual variability in denitrification was
not fully captured.  The CLaMS has introduced a sim-
ilar denitrification scheme (Grooß et al., 2005b); for the
Arctic winter studied by Grooß et al. (2005b), a
prescribed rate of 2 × 10-9 cm-3s-1 best reproduced
observed denitrification.  A single, constant particle for-
mation rate appears insufficient to simulate interannual
variability, but refinements will require a more detailed
understanding of PSC formation mechanisms and their
rates.

Alternatively, denitrification may be caused by
mesoscale NAT PSCs.  This mechanism has been studied
with the SLIMCAT CTM (Mann et al., 2005) by intro-
ducing mountain wave-induced ice clouds that generate
NAT “mother clouds.”  They concluded that approxi-
mately 80% of the denitrification observed in the
1999/2000 Arctic winter could have been caused by sedi-
mentation of particles out of mountain wave-induced NAT
mother clouds.  Further quantification of this mechanism
is limited by the requirement for accurate mountain wave
information spanning the polar vortex.  Therefore, the rel-
ative importance of synoptic scale and mesoscale
processes for denitrification remains uncertain.

In summary, the mechanisms responsible for NAT
PSC formation and thus denitrification have been refined
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over the last four years, with increasing evidence that key
processes occur above the ice frost point.  However,
specifics of PSC formation remain uncertain, forcing
model denitrification to rely upon empirical freezing rates
that are unable to fully capture interannual variability.
Recent findings are primarily based on Arctic observa-
tions.  Whether these PSC formation processes and deni-
trification mechanisms are equally applicable in the
Antarctic remains to be evaluated.

4.3 RECENT POLAR OZONE CHANGES

4.3.1 2002 Antarctic Ozone Hole

In September 2002, a SH major stratospheric
warming split the polar vortex and ozone hole for the first
time in the observational record.  Major warmings cause
dramatic stratospheric circulation changes.  Warmings are
caused by planetary waves propagating up from the tropo-
sphere.  These waves decelerate the polar night jet,
increase polar temperatures, and distort and/or split the
vortex.  Warmings are classified as major if the 10 hPa
zonal-mean temperatures increase poleward of 60° and 10
hPa zonal-mean winds turn easterly (Julian, 1967;
Labitzke, 1968).  Major warmings are distinguished from
final warmings, where final warmings mark the transition
from the cold vortex in winter to the warm anticyclone in
summer.

The September 2002 major warming was puzzling
because it was previously thought they only happened in
the NH, where the tropospheric forced planetary wave
activity is much stronger (see WMO, 1986, Section 6.1.7).
The Arctic polar vortex is regularly disturbed by waves,
with major warmings occurring every two to three years.
The difference in planetary wave activity between the
hemispheres is due to various factors: less orographic
forcing and weaker longitudinal land-sea contrast in the
SH, and the presence of the cold elevated Antarctic conti-
nent at the pole.  As a consequence, Antarctic winter strat-
ospheric temperatures are much colder than the Arctic and
exhibit much less variability (see midwinter period in
Figure 4-1).  Furthermore, temperature records from 1940
do not show evidence of any major Antarctic warmings
(Roscoe et al., 2005; Naujokat and Roscoe, 2005).

This unprecedented event induced a dramatic reduc-
tion of the ozone hole area to less than 5 million km2 as
compared with more than 20 million km2 in the previous
years (Stolarski et al., 2005).  Its occurrence triggered
numerous investigations using meteorological analyses,
observations of chemical species from various satellite and
ground-based instruments, and model simulations.

4.3.1.1 OBSERVATIONS

Chemistry

The major warming had a dramatic impact on total
ozone (Stolarski et al., 2005).  On 23 September, the
ozone hole elongated and split in two pieces (Figure 4-
18).  One piece drifted over South America and dissi-
pated, while the other drifted back over the pole as a
significantly weakened ozone hole.  The 2002 total
ozone daily minimum value did not reach values lower
than 150 DU, as compared with around 100 DU in the
preceding decade.  Higher total ozone values were
observed in the polar region from mid-September to
mid-October.  Ozone hole metrics (Figures 4-7 and 4-8)
all show remarkable deviations from averages over the
last decade.

Ozone profiles showed that the vortex was not
vertically aligned during the major warming.  Solar
Backscatter Ultraviolet (SBUV) measurements show an
increase of ozone in the 70°-80°S region of about 200
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DU due to the influx of low latitude air (Kondragunta et
al., 2005).  Upper levels of the vortex were displaced
from the pole so that the ozone-depleted lower strato-
sphere region was overlaid by ozone-rich extra-vortex
air (Allen et al., 2003; Randall et al., 2005a; Yela et al.,
2005).  POAM measurements showed that below 22 km,
the chemical ozone loss was similar to previous years
up to the major warming (Hoppel et al., 2003).

Measurements of minor chemical species provide
further insights into the 2002 ozone hole.  Most meas-
urements showed that prior to the warming, the vortex
was denitrified, with near-complete chlorine activation
and extensive PSC areas up to 24 km (Ricaud et al.,
2005; von Savigny et al., 2005).  The large temperature
increase during the warming induced rapid PSC disap-
pearance and deactivation of chlorine radicals.  Faster
decay of the OClO slant column was measured by satel-
lite and ground observations in September as compared
with the same period in 1996-2001 (Richter et al., 2005;
Frieß et al., 2005).  The re-establishment in October of a
weak vortex in the lowermost polar stratosphere was
confirmed by satellite observations that showed low
ozone mixing ratios below 20 km (Ricaud et al., 2005;
von Savigny et al., 2005).  As the middle stratosphere
remained strongly perturbed, rapid NO2 recovery above
25 km was observed, inducing larger than usual total
NO2 columns in the polar regions in October (Frieß et
al., 2005; Richter et al., 2005; Yela et al., 2005).

Dynamics

Meteorological conditions in 2002 showed that
the early winter was already unusually disturbed (Hio
and Yoden, 2005; Newman and Nash, 2005; Allen et al.,
2003).  Figure 4-19 (second panel) displays the vertical
distribution of the 2002 zonal-mean temperature depar-
ture from the 1979-2001 mean in the 55°-75°S latitude
band.  From June, temperatures steadily increased with
respect to the climatological average until the September
major warming.  Temperature increases are associated
with decreases of the zonal-mean wind intensity at 60°S
and 10hPa (Figure 4-19, panels 1 and 3).  In August, the
zonal wind dropped below the 1979-2001 range of
values and turned easterly during the warming.  The tem-
perature increase in the polar vortex collar is directly
controlled by the planetary waves propagating upward
from the troposphere to the stratosphere.  The black line
in the bottom panel of Figure 4-19 is the time series of
midlatitude eddy heat flux in 2002 at 100 hPa for waves
1-3 (heat flux is proportional to the vertically propa-
gating wave activity).  The 2002 times series is
compared with the climatological average over the 1979-

2001 period (gray shading).  There are several signifi-
cant wave events from May to October.  After each wave
event, the stratosphere warmed by a few degrees until
the major warming in late September.  During this event,
the eddy heat flux reached twice the largest value in the
1979-2001 period.

The synoptic development of the vortex split in
September 2002 is described in several studies (e.g.,
Charlton et al., 2005; Krüger et al., 2005).  The vortex
began to split on 24 September.  By 26 September, it had
split completely at 10 hPa into two vortices of similar
intensity with a tongue of anticyclonic circulation
stretching across the pole and a region of high tempera-
ture between each vortex and the anticyclone.  By 8
October, a single weakened vortex was re-established
over the pole.  The vortex split extended up to 1 hPa.  In
the lower stratosphere, the vortex did not split but
formed two distinct cyclonic systems.  During the major
warming, polar temperatures south of 60° increased by
about 25 K at 10 hPa and local temperature at several
Antarctic stations showed an increase of up to 50 K at
30 and 10 hPa.  The 60°S mean zonal wind reversed from
~60 m/s westerly to ~15 m/s easterly at 10 hPa until 30
September, when it switched back to westerlies.  Much
weaker westerly winds were re-established in October
as one of the cyclonic remnants of the polar vortex
moved back toward the pole.  The final warming of the
vortex occurred in late October, much earlier than in
previous years.

4.3.1.2 MODELING OF THE WARMING

The 2002 warming was simulated by mechanistic
models for reproducing the event’s dynamics, and by
CTMs for a detailed evaluation of the vortex chemical evo-
lution.  The UK stratosphere-mesosphere model (USMM)
reproduced the warming’s dynamical features (Manney et
al., 2005a).  This simulation was initialized on 14
September 2002 and forced at 100 hPa by analyzed geopo-
tential heights.  The model produced a good simulation of
the vortex recovery phase, suggesting that the warming’s
evolution was largely determined by the initial conditions
and the prescribed 100 hPa geopotential heights.  The
modeled transport during the warming showed enhanced
diabatic descent in the vortex below ~700 K and strong
poleward transport and mixing in mid- to high-latitude
regions.  The strong vortex vertical tilt during the warming
was well reproduced, showing low-latitude air sur-
rounding and overlying the vortices after the split in the
middle stratosphere.  Sensitivity tests indicate a strong
dependence on the boundary forcing, especially the ampli-
tude and upward propagation of planetary wave-2.
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Several CTMs simulated the chemical polar ozone
loss during the 2002 winter and spring.  Using ECMWF
or United Kingdom Meteorological Office (UKMO)
analyses, the simulations successfully reproduced the main
features of the 2002 Antarctic ozone hole (e.g., Ricaud et
al., 2005; Konopka et al., 2005; Grooß et al., 2005a;
Sinnhuber et al., 2003).  Feng et al. (2005a) compared sim-
ulations of the 2002 Antarctic ozone hole with calcula-
tions for 2000.  While large ozone losses were observed in
2002, the warmer than average 2002 vortex temperatures
led to smaller amounts of ClOx that induced smaller chem-
ical ozone loss (Richter et al., 2005; Frieß et al., 2005).
The accumulated chemical loss in the polar lower strato-
sphere was about 20 DU less than in 2000.  Significant
contributions to the larger September 2002 ozone column
were caused by enhanced descent at the vortex edge and
increased horizontal transport associated with the distorted
vortex.  Grooß et al. (2005a) showed that the rapid chlo-
rine deactivation after the major warming depended on the
ozone mixing ratio.  Very low ozone mixing ratios favored
formation of HCl, while larger ozone mixing ratios and
less denitrification led to formation of ClONO2.  At higher
altitudes (above 700 K), the midlatitude air masses trans-
ported to the polar region during the major warming expe-
rienced very large ozone depletion rates caused by NOx
catalytic cycles typical of polar summer chemistry.
Several model simulations showed enhanced ozone loss
in the midlatitudes due to the dilution of ozone-poor vortex
air during the major warming (Grooß et al., 2005a; Feng
et al., 2005a; Marchand et al., 2005).  The polar vortex
remnant that survived the major warming was strongly
isolated from the extra vortex air until late November and
did not experience any significant dilution with the mid-
latitude air (Konopka et al., 2005).

4.3.1.3 THEORETICAL UNDERSTANDING

Several studies examined the conditions that led to
the major warming in 2002 in order to explain this
unprecedented event.  Scaife et al. (2005) and Newman
and Nash (2005) both argued that the stratosphere had been
preconditioned throughout the preceding months by strat-
ospheric vacillations in the zonal-mean winds.  Scaife et
al. (2005) further argued that the large September tropo-
spheric wave pulse that caused the warming was also
dependent on this preconditioning.  Numerical simulations
of the stratospheric flow show distinct stratospheric
regimes that are either steady or vacillating.  Vacillations
are found for high levels of planetary wave forcing ema-
nating from the troposphere (Scaife and James, 2000).  The
SH stratosphere flow is generally in quasi-steady state or
in vacillating regimes for a short period of time.  The 2002

winter was in a vacillating regime beginning in June.  This
vacillation induced a systematic weakening of the polar-
night jet that ultimately allowed a strong pulse of plane-
tary wave to propagate into the stratosphere.

Gray et al. (2005) examined the influence of the
QBO on the major warming.  Contrary to expectations,
the warming event occurred during the QBO west phase
in the lower stratosphere.  NH major warmings are likelier
in the QBO easterly phase when a zero wind line confines
planetary wave propagation to higher latitudes, closer to
the polar vortex.  However, meteorological analyses indi-
cated the presence of anomalously strong easterly equato-
rial winds above 10 hPa from January to September 2002.
The influence of these anomalous winds was investigated
in idealized model experiments where equatorial winds
were relaxed to observations obtained in several years.  It
was shown that the 2002 equatorial winds hurried the sim-
ulated warming event.  Harnik et al. (2005) also suggested
that the low latitude, middle stratosphere easterly wind
was a main factor in the warming.  They showed that the
zonal wind at 30°S and 10 hPa turned easterly in May
2002, due to a large burst of upward wave activity into the
stratosphere.  The primary effect of this event was the
deceleration of the low-latitude winds in the upper strato-
sphere.  The zero wind line was shifted significantly far-
ther poleward than normal and the resulting enhanced
poleward wave focusing is likely to have contributed to
the erosion of the vortex.

Moreover the vortex preconditioning was con-
nected with the persistence of large wave-2 amplitudes
through the winter.  The warming itself occurred when a
large wave-1 disturbance combined with a traveling wave-2.
Such a simultaneous combination was not observed during
the period 1979-2001.  Through a detailed study of the
wave activity in both the troposphere and stratosphere in
the winter 2002, Newman and Nash (2005) confirmed
that the major warming could be explained by two main
factors: (1) stronger than usual tropospheric wave forcing
that propagated upward into the stratosphere and (2) a
propagation state in the stratosphere that favored upward
propagation of waves.  They showed that for April-
September, the heat flux at 200 hPa for wave 1-3 between
40°S and 70°S was 50% larger than climatology.  The
stronger wave-1 in the lower stratosphere was found to
be statistically related to wave-1 in the lower troposphere,
itself highly correlated with wave-1 in the tropics.  The
2002 winter average wave-1 amplitudes in both the mid-
latitude lower troposphere and tropical upper troposphere
were the largest observed over the 1979-2002 record.

During the 2002 winter, larger-than-normal
planetary-scale wave events occurred regularly in the
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midlatitude troposphere.  The zonal-mean flow at the
tropopause and in the tropical upper stratosphere was
conducive to wave propagation, and these waves in the
troposphere were efficiently refracted upward into the
stratosphere.  Each wave event warmed the polar lower
stratosphere and weakened the jet stream.  By mid-
September the cumulative effect of wave activity had
efficiently preconditioned the stratosphere.  The major
warming was preceded by an extraordinary strong pulse
of eddy heat flux in the upper troposphere/lower strato-
sphere, much stronger than what is typically observed
in the SH and even in a NH major warming (Harnik et
al., 2005; Manney et al., 2005a).

4.3.2 Is Polar Ozone Getting Worse?

Observed total ozone columns in the polar regions
have been larger in recent winters than in the 1990s, as
emphasized in Section 4.1.2.  The stabilization of ozone-
depleting substances (ODSs) in the stratosphere has raised
the question of its impact on observed ozone levels in the
polar regions.  This topic is discussed throughout the
Assessment; see Chapter 1 for past and present ODS
levels, Section 6.5.3 of Chapter 6 for attribution of recent
changes in polar ozone as they pertain to changes in
halogen loadings, Section 6.6.4 of Chapter 6 for projected
future changes in polar ozone, and Chapter 8 for future
ODS levels.  The effect of anthropogenic elevated halogen
levels in the stratosphere on polar ozone is different in
both hemispheres due to differences in meteorological
conditions.  The Antarctic winter stratosphere is charac-
terized by cold and stable meteorological conditions.  The
large chlorine activation induced by the very low temper-
atures in the vortex core leads to a nearly complete ozone
destruction in the lower stratosphere by the end of
September, which indicates that the Antarctic ozone deple-
tion is saturated.  The effects of ODS leveling off and sat-
uration are difficult to discriminate.  In contrast, Arctic
chemical ozone loss is not saturated, due to much warmer
conditions in the winter stratosphere.  Arctic year-to-year
variation is primarily controlled by the year-to-year vari-
ability in stratospheric temperatures.  These temperature
variations are much larger in the NH than in the SH.  The
large NH variability makes it difficult to establish long-
term trends in Arctic ozone.

4.3.2.1 ARCTIC

Recent winters (since 1997/1998) have been char-
acterized by higher than average temperatures than in the
1990s, although 1999/2000 and 2004/2005 stand out as
being particularly cold, with record ozone chemical deple-

tion (see Section 4.1.2).  Major stratospheric warmings
were more frequent prior to 1990, while the 1990s were
remarkable by the absence of such events (except during
the winter 1998/1999).  Studies of Arctic chemical ozone
loss over this range of years and meteorological condi-
tions have shown that a near-linear relationship can be
found between the vortex average chemical ozone loss and
VPSC, the stratospheric volume of potential PSC as shown
in Figure 4-13 (Rex et al., 2004, 2006).  Arctic ozone losses
since 2000 are in line with the relationship based on data
collected prior to 2000, with very low (as in 2001/2002)
and very large (as in 2004/2005) chemical ozone loss that
is clearly due to differences in VPSC for these years.  No
specific change in the behavior of Arctic ozone loss can
be detected from these observations, which is consistent
with present understanding given the similar halogen
loadings over the time period for which this relationship
can be defined from observations.

4.3.2.2 ANTARCTIC

Several studies have analyzed the evolution of the
ozone hole since its appearance in the early 1980s.
Newman et al. (2004) investigated the ozone hole area
(OHA), while Bodeker et al. (2005) investigated OHA,
annual minimum, and ozone mass deficit (OMD) (see
Section 4.1.2 and Figure 4-8).  The OHA and minimum
ozone showed modest increases in severity in the 1990s,
while OMD increased greatly in severity in the 1990s.  The
trend of monthly averaged OHA was analyzed by Alvarez-
Madrigal and Pérez-Peraza (2005) in the period 1982-
2003.  After continuous growth since the eighties, the trend
in October and November over 6-year subsets became neg-
ative since 2002.  However, this trend did not account for
temperature effects, or for dynamical effects during the
breakup phase of the ozone hole.

Other studies investigated the relationship between
the evolution of the Antarctic ozone hole and stratospheric
chlorine and bromine levels over the last two decades.
Newman et al. (2004) have shown that OHA is mainly con-
trolled by catalytic ozone loss with stratospheric chlorine
and bromine, and secondarily by the year-to-year varia-
tions in temperature in the collar region, near the edge of
the polar vortex.  Newman et al. (2004) fit the OHA to
equivalent effective stratospheric chlorine (EESC, see
Chapter 8, Box 8.1) with a 6-year time lag, and showed
that OHA is currently decreasing at a very slow rate of
0.4% per year in response to halogen decreases.  Huck et
al. (2005) also fit the annual mean OMD to EESC with a
3-year time lag, the eddy heat flux anomalies at 20 hPa
and 60°S, and South Pole 100 hPa temperature anomalies.
In both studies, EESC and temperature explain almost all
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of the variability of ozone-hole diagnostics.  The residuals
of the OHA fit to EESC and temperature have year-to-year
variations of a few millions km2 (compared with a current
area of 23-24 millions km2).  This variance masks the area
response to the small halogen decreases over Antarctica
since 2000.

An increase of ozone due to ODS decreases can also
be looked for in regions where the chemical loss is still
the main factor affecting ozone variations but without sat-
uration, as in the upper edge (above 20 km) or in the collar
region (60°S-70°S) of the Antarctic ozone hole.  Using
measurements from ozonesondes and the satellite-borne
POAM instrument, Hoppel et al. (2005b) showed that the
ozone mixing ratio near the top of the ozone hole at 20-22
km in early October was higher in the period 2001-2004
than in the previous years of POAM measurements (1994-
1996; 1998-2000).  However, this increase was accompa-
nied by higher temperatures and reduced PSC occurrence
frequency, which indicates that the ozone changes were
linked to temperature variability associated with changes
in dynamical processes rather than a decline in ODSs.  The
relationship between ozone mixing ratios and temperature
in recent years also was noted by Solomon et al. (2005)
from the analysis of four decades of ozonesondes over
Antarctica.  Yang et al. (2005) studied the evolution of
ozone in the extra-vortex collar region (60°S-70°S), but
this study is not completely representative of ozone hole
conditions.

The latest studies on polar ozone thus show no fur-
ther increase of the severity of the polar ozone depletion
both in the Arctic and the Antarctic stratosphere.  The
Antarctic ozone hole shows a clear leveling off since the
beginning of the century.  The leveling off is primarily due
to saturation of losses because of ODSs.  Both 2002 and
2004 were weak ozone holes, giving the appearance of a
downward trend.  However, these weak holes directly
resulted primarily from active SH dynamical forcing.
Interannual variability of the SH is currently masking the
expected ozone hole improvement as ODSs decrease.
Arctic losses also appear to be decreasing, but the very
large interannual variability of the Arctic masks the
improvement as ODSs decrease.

4.4 THE INFLUENCE OF PRECIPITATING
CHARGED PARTICLES ON POLAR OZONE

Precipitating charged particles influence ozone and
other constituents.  Processes on the Sun and in Earth’s
magnetosphere, the interaction of the solar wind with
Earth’s magnetosphere, and the interplanetary magnetic
field ultimately drive the flux of charged particles into the
atmosphere and have led to observed and predicted strato-

spheric and mesospheric constituent changes in the past
few years.  Some of these natural charged-particle-driven
variations have been measured to cause significant
increases in odd nitrogen and odd hydrogen constituents,
with corresponding significant ozone decreases.  These
effects are transient as ozone recovers to quiescent levels
within days (middle to upper mesosphere) to several years
(middle and lower stratosphere) after these natural
impacts.  Since the previous Ozone Assessment, a wealth
of new satellite measurements have become available that
have helped to better quantify the charged particle atmos-
pheric influences.

The charged particle effects that influence the
atmosphere can roughly be grouped into three types of
perturbations: (1) solar particle events, which are prima-
rily protons entering the polar regions and thereby often
are referred to as solar proton events (SPEs); (2) energetic
electrons precipitating in the auroral zone and lower lati-
tudes; and (3) galactic cosmic rays.  Galactic cosmic rays
(GCRs) continually create odd nitrogen and odd hydrogen
constituents in the lower stratosphere and upper tropo-
sphere but play a small role in polar ozone variations.

SPEs and energetic precipitating electrons influ-
ence polar ozone levels.  The most recent solar cycle period
(solar cycle 23) was very active, with both SPEs and
periods of enhanced fluxes of energetic electrons.  In par-
ticular, six of the nine largest SPEs in the past 40 years
occurred in the most recent solar cycle.  The precipitating
particles associated with these solar-driven events pro-
duced ionizations, excitations, dissociations, and dissocia-
tive ionizations of the background constituents in both the
polar cap (reaching to 60° geomagnetic latitude or lower
during strong geomagnetic storms) and lower latitudes,
including the auroral oval region.  The solar protons pri-
marily deposited their energy in the mesosphere and
stratosphere, whereas the energetic electrons primarily
deposited their energy in the thermosphere and upper
mesosphere.

HOx (odd hydrogen, atomic hydrogen (H),
hydroxyl radical (OH), hydroperoxyl radical (HO2)) con-
stituents are created by a series of ion chemistry reactions
(e.g., Solomon et al., 1981) as a result of the charged par-
ticle precipitation.  The solar particles and associated sec-
ondary electrons (produced in ionization events) also
create atomic nitrogen through dissociation-producing
collisions with molecular nitrogen (N2).  Atomic nitrogen
then leads to the production of other odd nitrogen con-
stituents, NOy (total reactive nitrogen; usually includes
atomic nitrogen (N), nitric oxide (NO), NO2, nitrogen tri-
oxide (NO3), dinitrogen radical (N2O5), nitric acid
(HNO3), peroxynitric acid (HNO4), BrONO2, ClONO2)
through chemical reactions.
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The HOx increases cause short-lived ozone
decreases in the polar mesosphere and upper stratosphere
due to the short lifetimes of the HOx constituents.  This
HOx-caused ozone effect was first observed in Weeks et
al. (1972) and explained in Swider and Keneshea (1973).
The NOy increases lead to both short- and long-lived polar
stratospheric ozone changes because of the long lifetime
of the NOy family in this region.  This NOy-caused ozone
impact was first suggested by Crutzen et al. (1975) and
observed in Heath et al. (1977).  Since these early works,
a number of papers have been published that document
these solar-caused polar changes (recently reviewed in
Jackman and McPeters, 2004).  Although HOx-driven
short-lived decreases are useful for understanding the
mesosphere and upper stratosphere, the NOy enhance-
ments cause the more important charged-particle-induced
polar ozone decreases.

4.4.1 Odd Nitrogen (NOy) Enhancements

Substantial increases in odd nitrogen (NOy) con-
stituents in the mesosphere and upper stratosphere as a
direct result of SPEs have been measured by several satel-
lite instruments during solar cycle 23.  Very large fluxes
of solar protons in July 2000 produced huge increases (>50
parts per billion by volume (ppbv) in the mesosphere) in
Arctic NOx (NO + NO2) (Jackman et al., 2001).  The large
SPEs in late October and early November 2003 also caused
very large proton fluxes that created substantial amounts
of NOx (Jackman et al., 2005a; López-Puertas et al., 2005a;
Seppälä et al., 2004).  Other NOy constituents also were
elevated as a result of huge SPEs that occurred in
October/November 2003, including HNO3(Orsolini et al.,
2005; López-Puertas et al., 2005b) and N2O5 and ClONO2
(López-Puertas et al., 2005b).

Solar protons also caused long-term NOy enhance-
ments.  For example, Randall et al. (2001) showed that
Antarctic middle stratospheric NOx in September 2000
was enhanced as a result of the transport of huge NOx
enhancements from the lower mesosphere and upper strat-
osphere, which were originally produced by the solar pro-
tons during the July 2000 SPE.  Large enhancements of
polar stratospheric NO2 through November and into early
December of 2003 probably were caused by the solar pro-
tons from the October/November 2003 SPEs (Seppälä et
al., 2004; López-Puertas et al., 2005a).

High Arctic NOx was observed in January to July
2004 by several satellite instruments (Natarajan et al.,
2004; Randall et al., 2005b; Rinsland et al., 2005; López-
Puertas et al., 2005a, 2006).  Figure 4-20 (top, adapted
from Randall et al., 2005b) shows NO2 at 40 km for years
1994-1996 and 1998-2004.  Very significant NO2 enhance-
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Figure 4-20.  Seven-day running means of POAM II
(1994-1996) and POAM III (1998-2004) NO2 (top)
and ozone (middle) mixing ratios in the NH at 40 km.
The NO2 enhancements and ozone reductions in the
spring of 2004 resulted from transport to the strato-
sphere of NOx produced by energetic particles pre-
cipitating in the mesosphere and thermosphere
during the winter.  The bottom panel shows 7-day
running means of POAM partial column ozone over
the vertical region from 35 to 50 km.  Black lines rep-
resent the average (thick) ± 1σ standard deviation
(thin) for column measurements from 1994 to 1996
and 1998 to 2004 (gray dots), excluding 2004.  The
red curve shows results for 2004 in all three panels.
POAM II measurements have been corrected for
instrument biases as determined by comparisons
with independent satellite measurements.  Adapted
from Randall et al. (2005b).



ments are observed from March through July in 2004.  It
is unclear when these enhanced Northern Hemisphere NOx
levels were generated, although it is likely that energetic
particle precipitation was the cause.  The energetic elec-
tron fluxes associated with the geomagnetic storms of
October/November 2003 were large and probably gener-
ated significant mesospheric and thermospheric NOx
(Natarajan et al., 2004), which could have been transported
to lower levels.  Other active geomagnetic periods in late
November and December 2003 and even January 2004
could have been the main sources of the NOx observed in
the stratosphere and mesosphere (Randall et al., 2005b;
López-Puertas et al., 2005a, 2006).

Funke et al. (2006) found high levels of Antarctic
upper stratospheric NOx during May to August 2003.  This
NOx enhancement was attributed to precipitating electrons
in the lower thermosphere and subsequent descent during
polar night.

4.4.2 Ozone Decreases

Substantial mesospheric and upper stratospheric
ozone decreases during and shortly after the July 2000,
October/November 2003, and January 2005 SPEs were
measured by several satellite instruments (see Jackman et
al., 2001, 2005a, b; Seppälä et al., 2004, 2006; Verronen
et al., 2005; Degenstein et al., 2005; López-Puertas et al.,
2005a; Rohen et al., 2005).  The transported NOy enhance-
ments from SPEs also resulted in observed ozone
decreases.  Randall et al. (2001) used POAM III observa-
tions to show middle stratospheric ozone decreases in
September 2000 up to 45% (at 33 km) as a result of the
solar proton precipitation in July 2000.

The long-lasting polar upper stratospheric ozone
depletion was measured to be >30% for late November
through December 2003 (Seppälä et al., 2004) and con-
jectured to be from the SPEs of October/November 2003.
The polar upper stratospheric ozone depletion of more than
60% measured in the spring of 2004 (Natarajan et al.,
2004; Randall et al., 2005b; López-Puertas et al., 2005a)
is likely connected with the huge enhancements of geo-
magnetic storm-generated NOx in November/December
2003 and January 2004 (see Section 4.4.1).  Figure 4-20
(middle and bottom, adapted from Randall et al., 2005b)
shows the measured variations in ozone at 40 km (middle
plot) and partial column ozone between 35 and 50 km
(bottom plot).  Total ozone decreases were measured to be
~0.5-1% (~1.5-3 DU, compared with unperturbed levels
of ~300 DU) in the spring and early summer of 2004 and
are correlated with the NO2 enhancements.

Models have been used to predict the impact of
the solar protons in solar cycle 23.  Krivolutsky et al.

(2005) predicted significant short-term ozone changes as
a result of SPEs in July and November 2000, November
2001, and October/November 2003 with the use of a one-
dimensional (1-D) photochemical model.  Jackman et al.
(2005b) simulated the influences of all the solar proton
fluxes between 2000 and 2003 with a two-dimensional
(2-D) CTM and predicted polar total ozone decreases of
~0.5-3% (~2-10 DU).  These computed depletions
resulted from the large solar proton fluxes in 2000, 2001,
and 2003.  The ozone decreases last beyond the SPEs
and gradually diminish over several years as the NOy
(mainly in the form of nitric acid (HNO3)) is transported
to the troposphere and rained out from the atmosphere
through wet deposition or sedimentation.

The electron impacts associated with geomagnetic
storms are more difficult to simulate, since the magnitude
of the precipitating electrons is hard to measure.  However,
Rozanov et al. (2005) and Langematz et al. (2005) simu-
lated the impact of energetic electron precipitation with
3-D CCMs and suggest that the solar cycle variation of
the electron flux could cause polar middle stratospheric
ozone changes of 20% or more.  Sinnhuber et al. (2005a)
analyzed polar ozonesonde measurements with the use of
a 3-D CTM, which includes measured temperatures and
wind fields.  They find that the residual ozone (modeled
minus measured) at 800 K correlates very well with
Geostationary Operational Environmental Satellite
(GOES)-measured electron fluxes greater than 2 MeV,
which are not in phase with 10.7-cm solar radio flux.
Precipitating electrons may be somewhat important in
determining long-term stratospheric ozone variability in
both the SH and in the NH during years when there is a
strong polar vortex accompanied by significant downward
transport from the mesosphere to the stratosphere (e.g.,
early 2004 in the NH) (Manney et al., 2005a; Semeniuk et
al., 2005).
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