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Figure 1. FSL staff in the lobby of the David Skaggs Research Center.
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Message from the Director

The mission of the Forecast Systems L aboratory istransferring advancesin science and technol ogy
to the nation’ s operational weather services. To keep pace with accel erating technological change,
FSL has also changed its efforts to anticipate the needs of the nation related to the environment
(weather and water information), public safety, and the economy. National priorities also change
along withtechnological change. For example, inrecent yearsthere hasbeenincreasing emphasison
better short-range weather predictionsfor air quality, fireweather, and transportation, and thelong-
term potential of human-induced climate change. The events of 9/11 also resulted in avery strong
impetuson homeland security. Althoughthisannual reportismainly devotedto our accomplishments,
I wouldliketo usethisintroductionto mention someof the new technol ogiesthat weare pursuing and
how they relate to our nation's newest priorities.

Much of FSL's expertise and effort is focused on implementation of the local, national, and global
observing systems that NOAA needsto accomplish itsmission. Locally, FSL’sMADIS (Meteoro-
logical Assimilation Datalngest System) program hasbecomealeader in collectingavailablesurface
reporting stationsfrom many different organizationsand making them Web-accessibleand available
at National Weather Service (NWS) offices. We have acquired as many as 14,000 surface stations
reporting as part of the MADIS network. Our goal, as always, is to transfer the system into NWS
operations. Nationally, studieshavebeen completed that provethe usefulnessof the NOAA Profiler
Network. Wind profilersimprove short-rangetropospheric wind forecastsby asmuch as30%. This
isespecially importantin severeweather situationssuch astornadoesandflashfloods. FSL isworking
with NWS on exciting concepts for the Integrated Tropospheric Observing System over the United
States. Globally, FSL has been working with alarge group of government, academic, and industry
partnersto investigate the role that Unmanned Aeria Vehicles (UAVs) could play inimprovement
of weather and climate understanding, diagnosis, and prediction. The recent emphases on earth
observing systems and better measurements of the oceans are examples of areaswhere UAV scould
behelpful.

FSL isplayingamajor roleinimprovement of the assimilation and modeling systemsused by NWS
andothers. Incollaborationwith other organizations, FSL isheavily involvedinimplementation of the
Weather Research and Forecast (WRF) model. Thismodel will be used operationally at the NWS
National Centersfor Environmental Prediction (NCEP) for thefirst time next year after many years
of development. The WRF model isdesigned asboth an operational model and aresearch vehiclefor
the larger modeling community. A crucial part of the WRF development infrastructure is the
Developmental Test Center (DTC) in Boulder, which isbeing implemented in cooperation with the
National Center for Atmospheric Research. The FSL Real-Time Verification System isavaluable
aspect of the DTC in assessing the various models being tested for WRF. The FSL-NCEP Rapid
Update Cyclemodel isontrack to beimplemented at 13-km resolution during the coming year, with
initial effortson the future Rapid Refresh model aimed for useinthe WRF model. FSL continuesto
work closely with the Federal Aviation Administrationtoimprove NWS sability to support aviation
weather information needsrelated to convection, icing, turbulence, and ceiling and visibility.

Our local modeling effort involves conversion of the Hot Start model to the WRF. We are working

with the Office of the Federal Coordinator and the Department of Transportation to improve the
weather information available to the surface transportation system. 1t will soon be possible to run
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large domain (continental U.S.) WRF models at high enough resolutions (e.g., 4-km horizontal) to
handl e the convection expli citly. We hopeto collaborate with other agenciesto determinethevalue
of such models. Investigatons are underway on the use of ensembles for both assimilation (the
EnsembleKa man Filter) andfor improved short-rangeweather prediction. Our development of these
high-resolution assimilation and prediction models is the key to better public, air quality, and fire
weather predictions.

NOAA has made great progress this year in consolidating the management of its research and
development supercomputing resources. FSL is participating in plans to acquire supercomputing
systemsthat can be made availableto all of NOAA'sresearch and devel opment community. Wewill
beupgrading our current supercomputer with significantly morecomputational capabilitiestomeet our
goalsfor thecomingyear, whilephasing withthecombined NOAA research and devel opment system
in Fiscal Year 2006. The bigimprovementsin short-range weather prediction that can come from
ensembleassi milationand modeling arecl early dependent on pushingtheenvel opein supercomputing.

Another exciting effort that FSL recently initiated is the development of the Advanced Linux
Prototype System for AWIPS. This is a prototype AWIPS upgrade that would use Linux-based
computers, high speed local and wide area communications, and improvements in display and
database software to greatly increase performance and capability of the system. FSL and the NWS
Meteorological Development Laboratory have worked for many years on the National Digital
Forecast Database, which is how being used nationwide in NWS offices.

Finally, FSL isworkingonnew conceptsfor highly specificweather warnings. New technology, such
as Reverse 911, allows the public to be warned with high specificity in space, time, and required
actions, for weather and other hazards. FSL isleading thetesting of thistechnology in the Houston,
Texas, area. We are also working with Homeland Security on a system to protect cities during
potential terrorist release of toxic gasesinto theatmosphere. The FX-Connect workstationwill allow
different participants, such asHomel and Security authorities, NWSforecasters, andlocal emergency
managers to have a common situational awareness during such incidents.

Thisreport describes many other interesting topics, including our progress on the use of Science On
aSphere™ for public education, the many usesof the FX-Net workstation, our international projects,
and the expansion of our GPSwater vapor network. In reading thisannual report, | believe you will
seethat FSL isapplying the best of new science and technol ogy to the problemsthat our nation faces
in achanging world.

1E Mo O_od_

Alexander E. MacDonald
Director
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Figure 2. (a, top photo) Sandy MacDonald (left) discussing activities at FSL with Dr. Ted Kassinger (center),
Deputy Secretary, Department of Commerce, and Donald Mock (right), Boulder Laboratories Executive
Director. (b, bottom photo) Sandy demonstrating Science On a Sphere™ to Georgia Governor Sonny Perdue
at the G8 Summit International Media Center, Savannah, Georgia.

(NOAA Photos by Will von Dauster, FSL)
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Figure 3. Director for FSL Administration and Research John P. Schneider, hired in 2003.
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Background

FSL, established in October 1988, is one of 12 laboratories in NOAA Research under the National Oceanic and
Atmospheric Administration (NOAA), within the Department of Commerce. The mission of FSL isto transfer new
research findings in atmospheric, oceanic, and hydrologic sciences to the operational elements of NOAA and other
domesticandforeignorganizations. It conductsprograms(involvingthefollowing activities) tointegrate, eval uate, and
apply developmentsto information and forecast systems.

* Bringing new atmospheric observing systemsto maturity

 Assimilation and modeling to improve short-range weather predictions

* Investigating computer architectures as avehicle for handling the huge computational demands of
environmental models

* Devel oping environmental information systemsfor avariety of customerswithinand outsideNOAA.

Organization

The Office of the Director manages FSL, in addition to special research programs conducted within the laboratory.
The Office of Administration and Research, under the Office of the Director, provides management support,
administrativesupport ledby an Administrative Officer, I T support, contract administration, andvisitor andinformation
services. A photo of the new Director of the Office of Administration and Research is shown in Figure 3.

The Information and Technology Services (ITS) is also under the Office of the Director. The FSL Chief
Information Officer managesthel TS, whichisresponsiblefor thecomputers, communi cationsand datanetworks, and
associated peripheralsthat FSL staff use to accomplish their research and systems development mission. The FSL
Central Facility comprises dozens of computers ranging from workstations and servers to a High Performance
Technologies, Inc. (HPTi) supercomputer. Thefacility containsawidevariety of meteorol ogical data-ingest interfaces,
storagedevices, local - and wide-areanetworks, communicationslinksto external networks, and display devices. Over
700 Internet Protocol -capabl e hostsand network devicesinclude Unix/Linux hosts, PCsand M acintoshes, and network
routers, hubs, and switches. These hardware and associated software enable FSL staff to design, develop, test,
evaluate, and transfer to operations advanced weather information systems and new forecasting techniques. Data
and products are also provided for research activities at other NOAA Research Laboratories, the National Center for
Atmospheric Research (NCAR), and university laboratories. Also, in compliance with DOC and NOAA I T security
policies and directives, I TS devel ops and implements the appropriate I T security measures for the FSL network and
computers.

Six divisions carry out the research and devel opment activities, asfollows.

The Forecast Research Division (FRD) is home to most of the research in FSL on
short-rangeforecasting and small-scal eweather phenomena. High-resol ution numerical
models are developed by scientists in FRD to support the NWS and the aviation
community with accurate short-range forecasts based on the latest observations. The
Rapid Update Cycle (RUC), an operational system withinthe National Weather Service
(NWS), provides hourly updated national-scale numerical analyses and forecasts. The
portable Local Analysisand Prediction System (LAPS) canintegrate datafromvirtually
every meteorological observation systeminto avery high-resolution gridded framework
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centered on any operational forecast office's domain of responsibility. The quasi-
nonhydrostatic multiscale model has been developed for use on any scale of motion.
Scientistsin FRD are also participating in the development of the Weather Research and
Forecast (WRF) model, a next-generation mesoscale forecast model and assimilation
system that will advance both the understanding and prediction of important mesoscale
weather. The Global Air-ocean IN-situ System (GAINS) program is devel oping a global
sounding system, particularly over data-sparse regions, such as the oceans. Dynamical
studiesof mesoscal e processesare conducted toimprove understanding of theatmosphere.
Thesestudiesincludeanalysisof turbulencemeasurementsfrom special field observations,
and the analysis of data from the International H,O Project (IHOP-2002) to improve
understanding of the mesoscale variability of water vapor and apply this knowledge to
improving the prediction of warm-season precipitation events. Research-quality datasets
areasodevel oped toimprovemesoscal eanalysis, dataassi milationmethods, and numerical
weather prediction systems.

The Demonstration Division evaluates promising atmospheric observing technologies
developed by NOAA and other federal agencies and organizations and determines their
valueinthe operational domain. Activitiesrangefrom the demonstration of scientific and
engineering innovations to the management of new systems and technologies. Current
activities include the operation, maintenance, and improvement of the NOAA Profiler
Network (includingthreeAlaskasites), which providesreliablehourly observationsof winds
fromthe surfaceto thelower stratosphere. The Radio Acoustic Sounding System (RASS)
technique hasbeen demonstrated and proved beneficial for remote sensing of temperatures
at profiler sites. A morerecent project, the GPS-Met Demonstration Network, has shown
that the addition of ground-based GPS water vapor observations to a numerical weather
prediction model improves forecast accuracy, especially under conditions of active
weather. Wind and temperature datafrom Cooperative Agency Profilersoperated by other
organizations are also collected and distributed for research and operational use.

The Systems Development Division works closely with other FSL groups in providing
technical expertiseonfunctional specificationsfor new workstationandinteractivedisplay
systems. FSL 'scontinuing support to AWIPSincludesan exploratory devel opment project
called FX-Collaborate (FXC), which provides interactive features such as drawing and
annotationtools, achatroom, and acapability for sharinglocal datasetsbetweensites. FXC
applications include weather forecast coordination between offices, classroom training,
briefingsfrom NWSto other government agencies, field experiment support, and research
coordination. Other systemsincludethe Quality Control and Monitoring System (QCMYS)
which provides users and suppliers of hydrometeorological observations with readily
available quality control statistics. Two surface assimilation systems, the MAPS Surface
Analysis System (MSAS) and the Rapid Update Cycle Surface Assimilation System
(RSAYS), provide direct measurements of surface conditionsand give crucial indicators of
potential for severe weather. In addition, the Meteorological Assimilation Data Ingest
System (MADIS) provides quality-controlled observations and data access software to
university and government data assimilation researchers.
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FSL initiated theM ADI Sproj ect to expand availability of value-added observationssuch
asradiosonde, automated aircraft, wind profiler, and surface datasets. The MADISAPI
also providesaccessto all observation and QC informationinthe FSL database and other
supported meteorol ogical databases.

The Aviation Division promotes safer skies through improved aviation weather
products. In collaboration with the National Weather Service (NWS) and the Federal
Aviation Administration (FAA), it provides improved weather forecasting, product
visualization, and verification capabilitiesto civilian and military forecasters, pilots, air
traffic controllers, and airline dispatchers. Through research and development of high-
performancecomputing techniques, includingdistributed computing ongeographically and
organi zationally dispersed computational grids, the Aviation Divisional soensurescontin-
ued improvement of high-resol ution numerical weather analysisand prediction systems,
and greater efficiency in the use of NOAA's information technology resources.

The Modernization Division specifies requirements for advanced meteorological
workstations, product and techniquedevel opment, and new forecast preparati on concepts
and techniques. It manages the development and fielding of advanced prototype
meteorological systems into operational NWS forecast offices, and performs objective
evaluationsof these operational systems. The M aodernization Division playsamajor role
in development and operational use of AWIPS at over 100 NWS forecast offices. It
provides management and direction for research in the latest scientific and technical
advances, with special emphasison their potential application

tooperational meteorology.

The Technology Outreach Division provides for FSL a resource to develop new
project opportunities and to promote emerging FSL technologies to NOAA and other
government agencies, organizations, and the private sector. In addition to servingin a
support modefor FSL, the Technology Outreach Divisionisresponsiblefor two specific
technol ogies: Science OnaSphere™ and FX-Net. Science OnaSphere™isanew concept
for displaying specific data on aglobal platform. This system provides an ideal way to
educatethe publiconmany important i ssues, both environmental and economic, that face
NOAA, the United States, and the entire world. FX-Net is a PC-based real-time
meteorol ogical workstation that makes AWIPS products accessibleover the Internet via
high and low bandwidth communication lines. Integral to the FX-Net technology is a
wavelet compression technique that can reduce and transmit product file sizes with a
minimal loss of resolution and alsocompress model grids with a prescribed maximum
allowable error for each model parameter at al grid points. The Technology Outreach
Divisioncontinuestobeinvolvedinseveral international cooperativetechnol ogy transfer
agreements, such as implementation of atotally updated forecast center at the Central
Weather Bureau (CWB) of Taiwan and development of aForecaster’ sAnalysis System
for the Korea Meteorological Administration (KMA). These multiyear programs
progressively benefit from advancesin application devel opment.
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Staffing

FSL isstaffed by acombination of Civil Service employees, Joint Institute staff, Commercial Affiliates, and Visiting
Scientists/Guest Workers. The two Joint Institutes that support FSL are the Cooperative Institute for Research in the
Atmosphere (CIRA), Fort Coallins, Colorado, and the Cooperative Institute for Research in Environmental Sciences
(CIRES), Boulder, Colorado. FSL isal sosupported by oneCommercia ServiceAffiliate, the SystemsResearch Group,
Inc., Colorado Springs, Colorado. Asof October 2003, FSL empl oyeestotal ed 210inthefollowing categories: 96 Civil
Service (including 4 NWS employeesand 1 EPA employee), 54 Joint I nstitutes (38 from CIRA and 16 from CIRES),
54 Commercial Affiliates, and 6 Visiting Scientists/Guest Workers (Figure 4).

Commercial Affiliates Joint Institutes
54

a

Visiting Scientists/
Guest Workers
6 Civil Service
96

Figure 4. Categories of F.'s 210 employees as of October 2003.

Funding

Fundingfor FSL isreceivedfromavariety of sources. For Fiscal Y ear 2003, FSL received $26.6M fromthefollowing
sources. $9.1M —NOAA's Office of Atmospheric Research (OAR) basefunds, $11.3M —other NOAA funds, $4.7M
—U.S. Government outside NOAA, and $1.5M — Non-Federal (Figure 5). The main components of "other NOAA
funds' included $5.0M —NWS, $5.0M toward the purchase of aHigh-Performance Computer System and for research
utilizing this system, and $1.6M for support of other NOAA projects. Other U.S. Government sources of funding
included the Federal Aviation Administration (FAA) and Federal Highway Administration (FHWA) from the
Department of Transportation (DOT), the Air Force and Army from the Department of Defense (DOD), the U.S.
Forest Service (USFS) from the Department of Agriculture (DOA), the Bureau of Land Management (BLM) from
the Department of the Interior (DOI), the Department of Energy (DOE), and the National Aeronautics and Space
Administration (NASA). Funding was also received from the Taiwan Central Weather Bureau (CWB), the Korea
Meteorological Administration (KMA), the Hong Kong Observatory, the Harris Corporation, Lockheed Martin, and
Colorado State University.
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Other NOAA

Non-Federal $11.3M
$1.5M

Figure 5. Funding sources
totalling $26.6M for Fiscal
Year 2003.

Other U.S. Government \

M NOAA/OAR Base
34 $9.1M

Visitors

TheVisitor and Information Services program supportsNOAA's educational and outreach goals. Toursandvisitsare
scheduled with appropriate FSL staff to match special interestsof thevisitors. Theseservicesareprovidedfor visitors
from schools, the genera public, government, private sector, and foreign countries. During 2003, the Office of
Administrationand Researchaccommodated at | east 1,612 visitors(Figure6), notincludingvisitsarranged directly with
FSL staff outsidethisoffice. Thelargest category, 662 visitors, came from academia (educators and students). Other
visitorsincluded 462 from the federal government, 204 from the private sector, 178 from the general public, and 105
from foreign countries, including China, Australia, Africa, Korea, and Taiwan.

(Anyoneinterested in visiting FSL may contact Rhonda Lange at 303-497-6045 or
by email at Rhonda.K.Lange@ noaa.gov.)

Government Education
462 662

Figure 6. Categories of the
1,612 recorded visitors during
Fiscal Year 2003.

\

General
Publi i
]iﬂ’j”Slc Folr 816gn Private Sector
204
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Information and Technology Services
Dr. Peter A. Mandics, Chief Information Officer
(303-497-6854)

Web Homepage: http://mwww-fd.fsl.noaa.gov

Mark D. Andersen, Senior Database Analyst, 303-497-6518
Jonathan B. Auerbach, Lead Comp. Operator, 303-497-3760
Brett Chain, Computer Operator, 303-497-4032

LeeM. Cohen, Professional Research Asst., 303-497-6052
Michael A. Doney, FSL Network Manager, 303-497-6364
SteveJ. Ennis, Network Engineer, 303-497-6372
LeslieA.Ewy, SystemsAnalyst, 303-497-6018
JoagquinFelix, SystemsAdministrator, 303-497-5267

Paul Hamer, SystemsAnalyst, 303-497-6342

Huming Han, Computer Operator, 303-497-6862
Christopher W. Harrop, Associate Scientist , 303-497-6808
LeslieB. Hart, HPCSManagement Team L ead, 303-497-7253
Patrick D. Hildreth, Research Associate, 303-497-7359
Forrest Hobbs, HPTi Program M anager, 303-497-3821
KeithG. Holub, SystemsAdministrator, 303-497-6774

Paul Hyder, Professional Research Asst., 303-497-6656
Bobby R. Kelly, Deputy Chief Info. Officer 303-497-4122
Peter Lannigan, SystemsAdministrator, 303-497-4639

Robert C. Lipschutz, Production Control Mgr., 303-497-6636
ChrisMacDermaid, DataSystemsGroup L ead, 303-497-6987
DebraJ. Martinez, Secretary OA, 303-497-6109

CharlesF. Morrison, SystemsEngineer, 303-497-6486
EdwardMoxley, SystemsAdministrator, 303-497-6844

Scott T. Nahman, LogisticsMgt. Specialist, 303-497-5349
GlenF. Pankow, SystemsAnalyst, 303-497-7028

JohnV. Parker, FSL I T Security Officer, 303-497-5124
RobinPaschall, FSL Webmaster, 303-497-6632

Gregory M. Phillips, L ead SystemsAdmin., 303-497-7685
Richard A.Ryan, SystemsAnalyst, 303-497-6991

Eric Schnepp, HPCS SystemsEngineer, 303-497-6486

Robert Sears, Network Engineer, 303-497-4226

AmendaB. Stanley, SystemsAnalyst, 303-497-6964

Sarah E. Thompson, SystemsAdministrator, 303-497-6024
Dr.CraigC. Tierney, SystemsEngineer, 303-497-3112
Jennifer Valdez, HTML Assistant, 303-497-4584

(The aboveroster, current when document is published, includes government,
cooperative agreement, and commercia affiliate staff.)

Address: NOAA Forecast Systems Laboratory
Mail Code: FST
David Skaggs Research Center
325 Broadway
Boulder, Colorado 80305-3328
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Objectives

The Information and Technology Services (ITS) manages the computers, communications and data hetworks, and
associated peripheralsthat FSL staff use to accomplish their research and systems-development mission. The FSL
Central Facility comprisesover 100 Dell, SunMicrosystems, Inc., Silicon Graphics, Inc. (SGI) computersrangingfrom
workstationsand serversto aHigh Performance Technologies, Inc. (HPTi) supercomputer. Thefacility also contains
avariety of meteorol ogical data-ingest interfaces, storagedevices, includingthe FSL MassStore System (M SS), local -
and wide-areanetworks, communicationslinksto external networks, and display devices. Over 600 I nternet Protocol
(IP)-capable hosts and network devices are connected to the FSL network. They include Unix/Linux hosts, PCsand
Macintoshes, and network routers, hubs, and switches. This hardware and associated software enable FSL staff to
design, develop, test, evaluate, and transfer to operations the advanced weather information systems and new
forecasting techniques.

Thegroup designs, devel ops, upgrades, administers, operates, and maintainsthe FSL Central Computer Facility. For
the past 23 years, the facility has undergone continual enhancements and upgrades in response to changing and
expanding FSL project requirements and new advancesin computer and communicationstechnology. Inaddition,
ITS lendstechnical support and expertiseto other federal agencies and research laboratoriesin meteorological data
acquisition, processing, storage, distribution, and telecommunications.

The Central Facility acquires and stores alarge variety of conventional (operational) and advanced (experimental)
meteorological observations in rea time. The ingested data encompass almost all available meteorological
observationsin the Front Range of Colorado and much of the available datain the entire United States. Dataare also
received from Canada, Mexico, and some observations from around the world. The richness of this meteorol ogical
databaseisillustrated by such diversedatasetsasadvanced automated aircraft, wind and temperatureprofiler, satellite
imagery and soundings, Global Positioning System (GPS) moisture, Doppler radar measurements, and hourly surface
observations. The Central Facility computer systems are used to analyze and process these datainto meteorol ogical
productsin real time, store the results, and make the data and products avail able to researchers, systems devel opers,
andforecasters. Theresultant meteorological productscover abroad rangeof complexity, from simpleplotsof surface
observationsto meteorol ogical analysesand model prognosesgenerated by sophisti cated mesoscal ecomputer models.

Accomplishments
Central Computer Facility

FSL High-Performance Computing System and Mass Store System — During 2003, the Pentium IV-Xeon Cluster
totaling 1,536 CPUs(Figure 7) wasplacedinto productionintheCentral Facility tosupport FSL usersand other NOAA
users outside the laboratory. A 64-bit testbed system was acquired to investigate future technologies that may be
availableto NOAA inupcoming procurement activities. Thistestbed comprises 12 dual -processor Intel Itanium nodes
and 12 dual-processor AMD (Advanced Micro Devices) Opteron nodes (Figure 8). The testbed, integrated into the
SGE (Sun Grid Engine) batch system, is available to the user community.

TheRAID (Redundant Array of Independent Disks) system, acquired fromthe CensusBureau, will bedecommissioned.
In preparation for thistask, the DataDirect Networks (DDN) RAID system, acquired under the current contract, was
expandedto providethecapacity previously supplied by the CensusBureau equipment, alongwith higher reliability and
bandwidth.
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The High-Performance Computing System (HPCS) provides computational capability for numerous FSL modeling
effortsrel ated totheatmosphere, ocean, climate, andair quality. Inaddition, other NOAA organi zationstakeadvantage
of the HPCSfor activities such as Weather Research and Forecasting (WRF) Model development and testing, North
American Observing Systems (NAOS) testing, and high-performance computing software development. The
researchiscarried out by some of the OAR (Office of Oceanic and Atmospheric Research) laboratories, the National
Weather Service (NWS) National Centers for Environmental Prediction (NCEP), and several Joint Institutes. The
HPCS Management Team conducted many upgrades and enhancements to the system that resulted in a significant
improvement in performance. For example, the improved backup performance for the NCEP Rapid Update Cycle
(RUC) model isillustrated in Figure 9, which charts the percentage of uptime during 2003 through February 2004.

Thereliability and performance of the Mass Store System (M SS) hasimproved significantly over the past year. The
upgradesincorporating IBM Linear Tape-Open (L TO) tape drives coupled with the Advanced Digital Information
Corporation’s StoreNext software provided a robust system to accommodate the needs of FSL and non-FSL users
of the HPCS.

Figure 7. (above) High-Performance Computing System
with 1,536 Intel Pentium 1V-Xeon CPUs.

Figure 8. (right) HPCStestbed comprising 12 AMD Operton
nodes (upper half) and 12 Intel Itanium nodes (lower half).
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Laboratory Project, Research, and External Support — FSL's HPCS supercomputer provided computational
capability for FSL modeling efforts, high-performance computing software devel opment, and supported humerous
other NOAA organizations. More than half of NOAA's 12 Research Laboratories are currently using HPCS
resources. the Aeronomy Laboratory (AL), Atlantic Oceanographic and Meteorological Laboratory (AOML), Air
Resources Laboratory (ARL), Climate Diagnostics Center (CDC), Environmental Technology Laboratory (ETL),
National Severe StormsL aboratory (NSSL ), and Pacific Marine Environmental Laboratory (PMEL), andtheNational
Environmental Satellite, Data, and Information Service (NESDIS) National Geophysical Data Center. All HPCS
projects are reviewed on the basis of scientific merit and appropriateness for a commaodity, distributed-memory
machine.

Central Facility Systems, Enhancements and Upgrades — The ITS Systems Administration group consists of six
highly trained individuals with more than 60 combined years of experience in systems administration. Each team
member isdedicated to customer serviceand respondsto the needs of not only I TS staff but also theentirelaboratory.
Servicesinclude DNS (Domain Name System), E-mail, PC, backup administration; and maintenance of the Central
Facility computer systems, which are responsible for most of the data processing within FSL. ITS Systems
Administratorsprovide backup coveragefor all other divisionsand maintain a12-hour window of servicethroughout
the day.

During thepast year, many changeswereimplemented within the Central Facility infrastructure. All Hewlett Packard
systems and most SGI systems have been retired, with only a few Sun computer systems remaining. Most of the
Central Facility processing isnow accomplished on Dell hardware running the Linux operating system.

TheSystemsAdministration (SA) staff compl eted themaj or project of upgrading all desktop and server systemswithin
ITSto Red Hat Enterprise Linux version 3.0. This time-consuming undertaking was necessary after Red Hat, Inc.
discontinued support of itsfreely availableLinux versions9and bel ow. This decision promptedin-housetesting of other
Linux versionsto suit FSL's heeds, and eventual selection of the best candidate —the WS version (desktop/client) of
Red Hat Enterprise 3.0.

With security aways a top priority, al ITS

10— —
Systems Administrators complete 40+ hours of “‘\/‘"k[’“"ﬂ \/},‘
security training each year. They continued to 98 7 " \\ 5
work closely withtheFSL I T Security Officer to 1  [ntel +Alpha / v/
ensurethat all systems maintain ahigh level of E 96 ¥ 7 —
. . 1 / Je—— Intel \
security. The team worked hard to provide 5 . 1\ ee
resourcesto easethetransition toamore secure '§ it RN \ /7 i
method of datatransmission, bothinternally and 5 g2 A
externally. * i \ ;’
90 L
FSL'sability toreceivedatafromexternal sources T
s very integral to achieving its mission. The B3t v Febzb ey 31 ot W3 Feb29
Systems Administration staff continued to seek Date (2003-2004)

waysto streamline this process. They set up an

external host so that outside userscan accessan Figure 9. FSL High-Performance Computing System backup
anonymousFTPserver todrop off virus-scanned performance (31 August 2003-29 February 2004, center of
datafor FSL scientiststoretrieveat their conven- chart) for the NCEP Rapid Update Cycle (RUC) model.
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ience. Likewise, datamust be easily transferred from FSL to an external system for public distribution. Each dataset
is placed on the internal host, and from there, transferred to the external host. Unless changes are made to thefile,
it istransferred only once to ensure that the data transmission is as efficient as possible.

Managing all FSL source code and home directory backups is the primary responsibility of both the ITS Systems
Support Group and SA staff. Together these | TS groupsworked with the Systems Administratorsin the other six FSL
divisionstoreducetheaveragedaily backupsfrom 500 Gigabytesto 300 Gigabytes. Thiswasaccomplished by backing
up only source code and home directory files, not data, which resulted in anet average reduction of 40% in 9 months
(Figure10).

Asdatarequirementsincrease, FSL issearchingfor better waysto provideuserswithmorereliable, high-performance
accessto information. With online datastorage amajor issuefor FSL in 2003, the SA team devel oped detailed plans
for purchasing new, cost-effective storage systems. After evaluating several options, the decision was made to
implement storageon Network Appliance(NetApp), NFS(Network File System) servers, and IDE- (Integrated Drive
Electronics) based RAID units. Unfortunately, because of anumber of failureswith the | DE RAID systems, they had
to be replaced and supplemented with increased storage capacity of the NetApp servers.

Another accomplishment that helps FSL access data faster is upgrades of one NetApp F740 server and two F760
servers to the NetApp F940 model (Figure 11). These upgrades offer several important improvements. First, the
number of NFS operations per second nearly tripled due to faster processors. Second, the network interfaces were
upgraded from ATM OC-12 (622 Mbps) connections to Gigabit Ethernet connections. Finally, the total amount of
storage was increased by 4.2 Terabytes. Other related tasks begun last year have been completed despite the loss
of one Senior SystemsAdministrator. Through"multitasking," the SystemsAdminstration staff havebeen abletowork
at peak efficiency, with strong attention to customer service.

Systems Support and Computer Operations — The System Log, maintained by the Systems Support Group (SSG),
provides effective intercommunication among the SSG Operators, Data Systems Group, System and Network Ad-
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ministrators, and others. This, inturn, resultsinahigher level of serviceas SSG respondsto numerousandvaried issues
relatedtothe FSL Central Facility. The System L ogal so providesameansfor recording ahistory of eventsandtracking
proceduresusedto correct problems. SSGinitiated and resolved about 2,500 L og ticketslast year, and serviced at | east
175 customer FSLHelp requests to compl ete tasks such as data compilation, basic file update/file restoration, user
account management, client addition/del etion from the backup system, and system reboot.

The Web database that documents the procedures for maintaining the FSL Central Facility grew to 150 documents.
SSG Operators usethisdatabase to efficiently troubleshoot and resolveissuesinvolving, for example, real-timedata
or Central Facility equipment. Thedocumentsarerefined and updated regul arly in conjunction with new procedures,
system changes, and outdated i nformation. The SSG documentati on wastransferred into the open-source Concurrent
Versions System (CV'S), which allows more efficient updating, editing, and tracking of the documents.

SSG staff provided 100% computer coverage (all shifts) for the entire year, and accommodated computer system
(source code and home directory) backups amounting up to 500 GB of information written each night for about 250
clients. Critical quarterly offsite backupswere completed on time. Frequently failing client backupswereidentified,
the cause of failures tracked down, and corrective measures were implemented to reduce future failures. SSG staff
al so began tracking and recording the daily volume of backups and daily tape usage. When problems arose with the
main backup server and/or FSL' s four backup robots, each situation was handled promptly.

In coordination with the Data Systems Group, new products and systems were added to the Facility Information and
Control System (FICS) monitor. The FICScodeand configurationfiles, support documents, and Hel p documentation
were all updated to support SSG's basi ¢ functions: to monitor, troubleshoot, and resolve real-time dataissues. Other
tools were implemented to ensure consistent support, such as additional links to the FICS monitor to alow quick,
consistent generation of SSG L og tickets and notification of data outages. The Data Outage Notification Generator
(DONG) form was created and implemented. The Central Facility Data Availability Status Webpage was upgraded
toincludeautomated updatesto thisimportant customer information source. Two e-mailers(JavaFicsM onitor and Java
automatic) were developed and implemented to provide SSG staff instantaneous notification of data outages.

FRD MD/SDD ITS AD/ID/ITS
Network Network Network Network
Appliance Appliance Appliance Appliance
F760 F940 F760 F760 F940 F740 F940

3 3.5 500 700 700 300 4

B TB GB GB GB GB TB
7750 17419 7750 7750 17419 7750 17419

NFS Op/s NFS Op/s NFS Op/s NFS Op/s NFSOp/s NFSOp/s NFS Op/s

Figure 11. Diagram showing the results of data storage upgrades of the NetApp NFS servers.
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To keep updated on the Computer Facility's physical protection systems, all SSG staff received refresher training on
the Vesda Smoke Detection System and FM 200 Fire Suppression System. The SCADA (Supervisory Control and
DataA cquisition System) 3000 Temperature M onitor and Control System continuedto bemonitored and prompt action
was taken in response to system-generated alarms. SCADA temperature set points were updated as required by
changing conditions. Web-based and local SCADA softwarereporting tool s (and subsequently documentation) were
refined and upgraded to provide more detailed information. The PC on which the SCADA monitoring software runs
was upgraded and placed on an Uninterruptible Power Supply (UPS) circuit to ensure continued functioning during
power outages. Monitoring softwarefor all facility UPSswasinstalled onthesamePC, and adual display arrangement
was set up to facilitate monitoring of these critical systems.

FSL continued uninterrupted backup of RUC and RSAS products for the NWS National Centersfor Environmental
Prediction (NCEP), and tracked and responded quickly to all FSL production problems. These activitiesresulted in
reliabledelivery of required backup productsto NCEP during schedul ed backup testsand when unexpected problems
occurred.

In support of NOAA/FSL's general computer security initiatives, SSG staff took the NOAA IT Online Security
Awareness training and participated in other in-house security training, and also performed required quarterly
password changes.

Facility Infrastructure Upgrades — Several significant infrastructure upgrades were completed within the Central
Computer Facility toaddresspower, cooling, and communi cationsrequirementsrel ated to asset protection and saf ety .
Numerous other projects were completed to enhance facility operations and laboratory support.

Wall-mounted tel ephoneswereinstalled near the FM 200 Fire Suppressi on System abort switchesinthemain computer
room, so that the fire-suppression abort switch can be pressed while communi cating with emergency personnel after
an accidental fire suppression activation. Each phone also has emergency phone numbers posted nearby to address
other power, cooling, and safety related concerns.

Communi cation and presentation capabilitieswereupgraded, including theVideo Teleconferencing (VTC) systemat
FSL. The National Weather Service had already provided FSL with aV TC system, and then last year, upgraded it.
Thenew system, capabl eof streamlined multipoint conferencesviewableonadual screen, issharedwith other NOAA
laboratories within the David Skaggs Research Center, thus saving travel expenses whenever possible.

Toupgradepresentation capabilities, adigital satellitetelevisionand anaudio systemwereinstalledinthe FSL Weather
Forecast Center. The Forecast Center hosts daily weather briefings as well as numerous presentations for visiting
dignitaries, academia, and the public/private sector throughout the year. One of the FSL conference roomswas a so
upgraded with an overhead projector to enhance laboratory-specific presentations and improve collaboration among
various groups.

The FSL-owned automated surface meteorological observation station (Figure 12) began delivering data via its
Remote Processing Unit (RPU) to the Colorado Department of Transportation (CDOT), where the datasets are
processed alongwiththeother CDOT stationsdepl oyed throughout Col orado. Datafromall stationsarethendelivered
tothe NWS Boulder Forecast Office and fed from thereinto FSL’ s Meteorol ogical Assimilation Datalngest System
(MADIS). The observing stations provide continuously updated temperature, wind speed and direction, aswell as
barometric pressure data every ten minutes.
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FSL Network

In2003, FSL established bothaphysical andlogical network separationfromthe NOA A Boul der network by replacing
thefully meshed ATM (Asynchronous Transfer Mode) uplink between thetwo organi zationswith redundant Gigabit
Ethernet (GigE) links. Thisphysical path separation of network traffic was required beforetwo new firewall devices
couldbeimplemented. Thenew GigE topology withfirewallsall owscompl etecontrol andvisibility of all network traffic
in and out of FSL. This new arrangement clearly delineates the logical division of FSL network resources from the
NOAA Boulder network for more effective resolution of data flow issues and management of resources, and also
provided the structure needed for FSL to physically move
publicly accessible resources to a separate, screened subnet.
The integrated internal FSL ATM and GigE networks were
also fine-tuned. Stability of the multivendor, multitechnol ogy
network environments was achieved by tuning the Spanning
TreeProtocol configurationfor 30Virtual Local AreaNetworks
(VLANS), and by relocating LAN Emulation Services from
ATM/Ethernet ESX3000 edge devicesto the ATM ASX 1000
core devices. End-of-year funding enabled the upgrade of 10/
100 Mbps and GigE port capacities on the network switches
that serve two FSL computer rooms. These upgrades accom-
modated thegrowing number of servers, and provided redundant
high-performance links to the NOAA supercomputer housed
at FSL and other high-availability data servers (Figure 13).

TheNetwork Administrationteaminstalledan802.11bwireless
network (11 Mbps) that encompasses all FSL office space.
Thisprovidesnetwork accessfor roaming government-owned
laptops in offices, simplifies connectivity for presentationsin
conferencerooms, and allowsFSL visitorstemporary Internet
access. Wireless connectivity to the FSL network isgranted at
apoint outside the FSL security perimeter, so only external or
Internet access is provided by default. To connect to the
internal FSL network, asecureVirtual Private Network (V PN)
session must be established. In a demonstration to FSL staff,
the wireless network performed superbly in looping weather
model displays, even over an encrypted VPN session. Remote
access to FSL was upgraded to include redundant VPN
servers and redundant authentication servers. These upgrades
were required to meet the growing need for reliable remote
access with encrypted authentication through a centralized
management interface. The Network Administration team
provided user support for the expanded remote access capa-

Figure 12. Automated surface meteorological observing
station at the FSL campus in Boulder, Colorado.
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bilitiesthrough user awarenesspresentati ons, hands-ontraining, and extensi ve user documentation that wasdevel oped
and posted onthe FSL Intranet for internal downloading and viewing. All FSL remoteaccessmethodsand procedures
were verified to be in compliance with DOC and NOAA remote access policies. Network services were provided
for 187 FSL staff and two computer rooms. Tablesl and 2 show that network device CPU utilization and port capacity
were at reasonable levels, allowing room for node or performance growth as needed. Table 3 indicates that the
maximum and minimum network link utilization al so hasample room for bandwidth growth.

Table 1. Network Device CPU Utilization Table 2. Network Port Capacity

Device CPU Utilization Ethernet Port Capacity

GigE Core(Cisco) 10% Serviceto 10/100BT Gige

ATM Core(Marconi) 25% 2B201ComputerRoom  67% 53%

ATM/Ethernet Edge 20% 2B518ComputerRoom  73% 46%
ITSAD 61% -
FRD/AD 67% -
OD/A&R 67% -
SDD/MD 70% -
TOD 67% -

Table 3. Network Link Utilization

Link Maximum (Mbps) Average (Mbps)

FSL WAN Uplink ) 8% 18 2%

DMz % 6% 15 2%

GigECore 106 1% 50 5%

ATM Core 112 18% viel 8%

ATM/Ethernet Edge ™ 1% K0 5%

AIINOAA Boulder & 8% 0 3%
ATM/Ethernet Edge S
} Gigabit Ethernet =~

Backbone

ATM Backhone Firewall

Security Perimeter

Figure 13. 2003 Network
configuration.

FSL Rescarchers and Staff

= WAN Accessto

InternetTnternet2

WOAA's Forocast Systams Lsbor stocy 1
Ieformation snd Tochmdogy Sexvices o’
Wetwor!
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Compared with other NOAA Boulder organizations, FSL remainstheleader in network traffic utilization, at 64% for
al traffic. The statisticsin Table 4 show the top NOAA Boulder users, and traffic categorized by redundant WAN
pathsout of the NOAA Boulder site. Table 5 showsthetop protocols used for connectivity to public and commercial
sites (Internet) versus connectivity to government, educational, and research-oriented sites (Abilene).

Table 4. Top NOAA Boulder WAN Users

TopLabs Tolnternet ToAbilene(12)
F 2% 3%
NOC 2% <.1%
NGDC 18% 5%
CDC 10% 3%

AL 15% 11%

Table 5. Top Protocols for NOAA Boulder WAN Traffic

Protocols Tolnternet ToAbilene(12)
LDM 6% 21%
HTTP 42% 12%
FTP 12% 43%

FSL benefitted significantly fromWAN link changesinstituted at NOAA Boulder last year. By changing onelnternet
Service Provider from MCI to 1CG (InterCom Group Communications), FSL wasableto save $22.5K in Fiscal Y ear
2003, and an estimated $82K in Fiscal Y ear 2004 for an equivalent total amount of Internet bandwidth (~40 Mbps)
and service. In addition, by taking advantage of the dark fiber availablein the Boulder Research and Administrative
Network (BRAN), NOAA Boulder was able to upgrade its primary link to the Denver Front Range GigaPop from
155Mbpsto 1 Gbps, and thesecondary MCI WAN link from 18 Mbpstothel CG 155 M bpslink throughtheUniversity
of Colorado.

Information Technology (IT) Security

A major IT Security activity during 2003 was the purchase and installation of Enterprise-classfirewalls, selected on
thebasi sof performanceandreliability. Thesefirewal lswereinstalledinaredundant configurationfor highavailability.
Theinitia performancetest resultswerevery promising: 1) thissolution shouldaccommodate FSL’ saggressivegrowth
in network capability for yearsto come, and 2) the physical separation of FSL’ s network into distinct security zones
makes it possible to implement more advanced architectural goals.

Data Acquisition, Processing, and Distribution

Thel TSDataSytemsGroup continued to design and devel op real -timemeteorol ogical dataacquisition and processing
systems required by FSL projects and data users. Multiple computers operate in a distributed, event-driven
environment known as the Object Data System (ODS) to acquire, process, store, and distribute conventiona and
advanced meteorol ogical data. These dataservicesare provided to scientists and devel operswho usetheminvarious
modeling, application, and meteorological analysis/forecast workstation research and development activities. Users
accessed raw, trandated, and processed data according to their needs.
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Data Acquisition and Distribution — Data received from operational and experimental sources included:
* National Weather Service —
—NWS/NCEP, including the Aviation Weather Center (AWC)
—WSR-88D narrowband and wideband Doppler radar data
 Aeronautical Radio Inc. (ARINC)
» Weather Services|nternational Corporation (WSI) High-Capability Satellite Network (HCSN) supplying WSI
NOWrad and NEXRAD products
* FSL Demonstration Division Profiler
* Geostationary Operational Environmental Satellite (GOES-10 and GOES-12)
» National Center for Atmospheric Research (NCAR)
» Meteorological Assimilation Data Ingest System (MADIS) data providers
Distributed datasetsincluded:
* GOES imagery to the NOAA Environmental Technology Laboratory (ETL)
» Wind profiler data to the University Corporation for Atmospheric Research (UCAR) Unidata program
* MADISdatato many clients, including government agencies and universities

Data Processing Upgrades —
* Transferred the Aircraft Communication Addressing and Reporting System (ACARS) ingest system from the
X.25 to the TCP/IP-based method.
 Implemented the Object Data System (ODS)-based GOES GV AR data acquisition and processing. Following
the replacement of the legacy software, the new ODS method enabled the GOES acquisition system to be
transferred to aLinux host, facilitating the decommissioning of two legacy IRIX computers.
« Introduced ageneric BUFR (Binary Universal Form for the Representation of meteorol ogical data) translation
library to handle BUFR within ODS.
» Upgraded the ODS GRIB handling code to accommodate the format of the new GRIB Edition 2 by the World
Meteorol ogical Organization (WMO) and itsimplementation by the NWS.
« Purchased and implemented asecond Planetary Datal ncorporated (PDI) NOAAPORT Receive System (NRS)
for NOAAPORT data acquisition redundancy.
* Redesignedtheconfiguration of real-time* point data” processing softwareand eliminated theneedfor thelegacy
“Process Manager” and “Executioner” process-activation packages.
« Built and configured Open Radar Product Generator (ORPG) using Linux/GCC, which will produce derived
radar products from the Level-1l radar data.
« Continuedto extendtheuseof CV Sfor maintaining andinstallingtherun-timeconfiguration and executabl efiles
for over 40 Central Facility hosts.

Project Support —

« Continued to support highly reliable backup of FSL-generated Rapid Update Cycle (RUC) and RUC Surface
Assimilation Systems(RSAS) productsfor NCEP. The datatransfer mechanismwasmovedto ahigh-availability
server configuration.

« Implemented new methodsto acquireand distribute MADIS Local DataAcquisition and Dissemination System
(LDAD) datasetsto improve troubl eshooting and system maintenance. |mproved the method for transferring the
NWS Cooperative Observer Program (COOP) dataset into the MADISLDAD system. Devised animproved file
transfer methodto hel preducethroughput latency. Added anew radiometer dataset totheM ADI Sdata-acquisition
system. Initiated plans for transferring the MADIS system to a high-availability Linux arrangement and for
transferring the MADIS FTP distribution system to an external application hosting service computer.
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« Continued collaboration and support for the FX-Net project by hel ping project staff set up new dataserversand
add them to FICSmonitoring. Assisted with getting new datasets (AV N global and WRF Chemistry) displayable
on FX-Net. Performed activities related to real-time troubleshooting and planning for support of the National
Interagency Fire Center (NIFC) during the fire season.

» Completed migration of the Central Facility Advanced Weather Interactive Processing System (AWIPS) data
server from Hewlett Packard (HP) to Linux, along with all LDAD processing.

* Assisted with the set up of a Northrop Grumman Information Technology (NGIT) NOAAPORT Receive
System (NRS) Communication Processor (CP).

» Wrotetoolsfor packaging and saving AWIPS casesto the FSL StorNext Mass Store System (M SS), and copied
old cases from the Unitree MSS to the StorNext MSS.

« Supported the National Weather Service (NWS) implementation of compressed NOAAPORT image data.

* Transferred Temperature and Air Quality (TAQ) and International H20 Project (IHOP) datasets to an FTP
server to ensure continued access to these data by FSL scientists and their external collaborators.

« Supported the Central Weather Bureau (CWB) of Taiwan in proposing, devel oping, and implementing asystem
toacquireand process GOES-9 data. Worked with CWB counterpartstoinstall and configureahighly successful
system at CWB patterned after the FSL-developed GOES Data Acquisition system.

« Initiated work to implement a Unidata Local Data Manager (LDM) server at FSL to provide selected
NOAAPORT datasets to CWB.

* Replaced the FTP method with a new, more reliable LDM-based data acquisition and processing method for
acquiring turbulence datasets from NCAR/RAP for the Real-Time Verification System (RTVS) project.

« Configured the FSL NOAA Operational Model Archive and Distribution System (NOMADS) data serversto
provide real-time RUC and MADI S datasets via the Open-source Project for a Network Data Access Protocol
(OpeNDAP).

* Built AWIPSreview casesfor the Tropospheric Airborne M eteorol ogical DataReporting (TAMDAR) project,
including Hurricane Isabel and the March 2003 Front Range blizzard.

Facility Information and Control System (FICS) —
 Implemented a method to emul ate the FSL High-Performance Computer Activity Monitor within FICS.
* Implemented a System Load Monitor to alert operations staff to potential problems on ~35 real-time hosts.
 Began transferring FICS to a high-avail ability Linux system.
» Added FICS software into the Concurrent Versions System (CV S) repository versioning system.
» Added monitoring of LDAD data by provider.

FSL Data Repository (FDR) —
 Implemented new ODS-based methods for transferring real-time datasets to the Mass Store System (MSS).
Configured and began operating the new system, which capturesall NOAAPORT and ACARS data, aswell as
many other real-time datasets from the /public NFS. This new system isamajor improvement over the previous
data-saving method, because it tars and compresses multiple data files before they are moved to the M SS, thus
greatly reducing the number of individual filestransferred.

Web-Related Services — Relocation of the FSL Web Manager to the ITS Data Systems Group (DSG) substantially
enhanced the Web support provided for the laboratory. For the first time, alist of all FSL Websites was created that
includes pertinent information such as where each Website resides (name of machine), whether it is protected, and
the name of the person responsible for maintenance of its contents. Thisinformation gathering processal soincreased
communication with all FSL Web authors and raised many other related issues for discussion.
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Improvementsto thequality and usability of theentire FSL Websiteincluded redesi gning and/or updating all division
Websites, adding auser feedback form, updating the FSL Publications Webpages, and rewriting the FSL staff listings
using the Lightweight Directory AccessProtocol (LDAP). Other significant Websiteswere created, for example, the
NOAA HPCSfor Research Applications (NHRA) and the NOAA High-Performance Computing (HPC) study sites.
The public NHRA Website (http://nhra.fsl.noaa.gov/) contains information about the HPCS procurement project
and allows vendorsto query FSL staff directly. Theinternal NHRA site containsrestricted information and enables
the NHRA Acquisition Team to answer, approve, and post vendor questions. The HPC Study Website contains the
interactive, database-driven current baseline survey and future requirements survey, which are updated annually by
the HPC users.

FSL, OAR, and NOAA Support — I TS staff continued to advise FSL management on the optimal use of laboratory
computing and network resources, and participate in cross-cutting activities that extended beyond FSL. Through
workgroups, committees, and other means, I TS staff supported FSL, OAR, and NOAA planning efforts, devel oped
cooperative projects, and designed and developed I T architectures. They served as Chair of variouscommittees, such
asthe FSL World WideWeb Working Group; FSL Technical Steering Committee, whichreviewsall FSL equipment
fund requests and provides the FSL director and senior staff with technical recommendations for equipment
procurements; FSL Data Policy Committee; and Boulder IT Council. ITS staff also served as members of the FSL
Technical Review Committee; FSL HPCSAllocation Committee, whichreviewsproposal sfor theuseof FSL'sHPCS
and provides recommendations for management approval; U.S. High End Computing Revitalization Task Force;
Cooperative Opportunity for NCEP Data Using Internet Data Distribution Technology steering committee;
Collaborative Radar Acquisition Field Test steering committee; and the NOAA Operational Model Archive and
Distribution System steering committee. Other advisory and representative activities involved the Core Team and
Advisory Team for the NOAA HPCS for Research Applications Concept of Operations and FSL representation on
the OAR Technical Committee for Computing Resources.

Projections
Central Computer Facility

FSL High-Performance Computer System and Mass Store System — Plans for 2004 include continued testing of
the 64-bit testbed and investigation of the feasibility of commercially available file systems, such as Lustre and the
Parallel Virtual File System 2 (PVFS2). In collaboration with the Aviation Division, Grid Computing software will
continueto betested and eval uated. Of particular importancewill beresearchinto providing auniform security model
for Grid Computing and high-performance network tuning. By late 2004, the 280 Al phaprocessor-based Cluster should
be decommissioned.

NOAA iscorporately studying optionsfor replacing and/or augmenting the computational capacity located at FSL to
meet the needs of researchersbothin FSL and other NOAA organizations. During 2004, FSL will beheavily involved
in this study and related procurement activities.

Sincethe upgraded M SSis performing very well, the older version, based upon ADIC’ s FileServ/V ol Serv software
and Sony Al T tapesand drives, will bedecommissioned. A ppropriate datasetswill betransferredtotheupgraded M SS
to free space within the ADIC AML/Jautomated storage library robot for more LTO (Linear Tape-Open) tape sots,
allowing for growth in storage over the next two years.
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Laboratory Project, Research, and External Support

I TSstaff will continueto support FSL usersand projectsal ong withthemany external FSL collaboratorsand datausers.
This support involves real-time and retrospective FSL data, meteorological products, and technical data-handling
expertise. HPCS support, assistance, and recommendationswill continuefor FSL and other NOAA users, and outside
users.

Central Facility Systems, Enhancements and Upgrades — A major transformation of FSL’s external Web presence
will involveconsolidating and securing theWeb servers. Compl etion of thisundertakingwill reap many benefits, such
as reducing the number of externally visible servers, which must be regularly maintained and patched. Also,
implementation of a method to filter all external Web requests through a proxy server will help ensure their
appropriateness.

Since FSL’ s current source code and home directory backup system isamost seven yearsold, anew backup system
will be designed and replacement equipment recommended. The Systems Administration staff proposed that the
existing four separaterobotsbereplaced with onecentral robot with six high-speed LTO-2drives. Thisrobot will then
be connected viafiber channel to the Linux backup server and the Network Appliance NFS servers (Figure 14), and
by using existing backup software, acost savingswill berealized. A key component of the new backup system will
be asecond remote robot to belocated off-campus, which will act asadisaster recovery system. Currently, amanual
process is used for creating and moving disaster recovery backup tapes offsite. The new system will automate this
process by splitting the current backup stream, hence eliminating the need to back up files more than once.

FSL purchasesnew equipment in cycles, about every threeyears, asshownin Figure 15. I TS Systems Administration
will work with procurement staff and other FSL Systems Administratorsto prepare alist of all computer and other
equipment andwhenitwill needtobereplaced. Expensescan besignificantly reduced by taking advantage of quantity
discounts or possibly even leases.

Systems Support and Computer Operations— A major | TS budget reduction in Fiscal Y ear 2004 forced areduction
in the SSG staff, necessitating a reduction in the hours of coverage. Facility operations coverage will be reduced to
12 hours M onday through Friday, and 8 hours on weekends and holidays. The new scheduleswill provide maximum
coveragefor thestandard work hourswith afocuson minimizing overtime. SSG Operationswill extend coveragewhen
deemed necessary, for example, during emergency situations or when FSL isin active NCEP backup mode.

The SSG will continueto work on improving communications and handling issues and problems associated with the
FSL Central Facility. The number of SSG Log tickets initiated and resolved should only increase slightly as more
products and systems are added, changed, and/or replaced in the FSL Central Facility, but more FSLHelp requests
should be serviced than last year.

Regularly failing backupswill continueto beidentified and corrected, and clientswho back up excessive amounts of
data will be referred to Systems Administrators for correction. This approach will provide more effective use of
system/network resourceswith ahigher level of servicetoall FSL users, and decrease the number of failing backups
andthetotal volumeof nightly backups. Thetrackingandrecording startedlast year will becontinued andwill bemade
available to all interested parties via Web-based graphs and spreadsheets. Any problems that arise with the main
backup server and FSL's four backup robots will be promptly handled. SSG staff will work with ITS Systems
Administrationin researching, proposing, and, if approved by management, implementing anew backup system.
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Additional new productsand systemswill beaddedtothe FICSmonitor, and associated onlineoperational/infrastructure
responsibilities will continue to be performed. The Java-based tools will be further modified for more efficiency,
consistency, and accuracy.

SSG staff will receiverefresher trai ning sessionsfor theV esdaand FM 200fire protection systemsaswel | asadditional
training in normalizing the V esdasmoke-detecti on system response. Therelated documentation will be updated, and
other training devicesand additional aidsfor quickly resolvingissueswith these systemswill be developed. A Vesda
Smoke Detection System Stage 3 level alarm for automatic electrical Emergency Power Off (EPO) will be added for
key FSL computer roomsin case a preset maximum temperature is reached. Programming for this EPO feature will
be doneby an outside contractor, but SSG staff will perform needed updates of the configuration of the FSL SCADA
system software, along with accompanying documentation and monitoring tools.

SSG staff will continueto providehigh-level servicefor thecritical NCEPRUC/RSA Shackup function. Documentation
will be updated promptly to incorporate any changes that affect the functioning and monitoring of the FSL backup
system.

Staff will be updated on the latest version of the NOAA Security Awareness plan, and will receive in-depth SANS
I nstitute security online training and other appropriate security classes.

Facility Infrastructure Upgrades — An important upgrade will involve connecting the SCADA temperature
monitoring systemto the Emergency Power Off (EPO) system. Because of budget cuts, 24-hour computer operations
coverage will no longer be available. To ameliorate the risk of high-temperature damage to equipment within the
computer room after normal working hours, an automated systemwill beimplementedto protect FSL’ svery valuable
computer assets. After three incremental phases of high-temperature notification by the Vesda system, the SCADA
system will automatically shut down all equipment in the computer room.

Pending management approval, thefollowing additional infrastructure upgradeswill be performed:
« The Central Facility computer room will be prepared to support the new NOAA High Performance Computing
System for Research Applications (NHRA).
A Pre-Action Fire Sprinkler system will beinstalled in the FSL computer rooms.
 TheFire Sprinkler shutoff valvesfor the Central Facility Annex will be configured to conformto computer room
building standards.
» The computer room UPS systems will be upgraded for improved reliability.

FSL Network

During 2004, Network Administration plans to replace the remaining ATM components in the FSL network with
switched Ethernet and Gigabit Ethernet devices. Thisupgradewill finalize FSL’ smigrationfromanintegrated ATM
and GigE network to aunified GigE solution throughout the laboratory, standardizing the more ubiquitous and cost-
effective network technology. The upgrade will be aphased installation of six GigE network devicesto replace ten
ATM devicesover asix-week period. Theresultant topology will yield an array of redundant 32 Gbpsswitchesinthe
network core, supporting scal able backbonelinksfrom oneto eight Gbps, and GigE linksto each of thewiring closets
that house switches for network connections to office workstations. (Figure 16 shows the planned 2004 FSL GigE
network configuration.) Themajor benefitsof thisplanned upgradefor FSL aresimplified network management based
onasingletechnol ogy and common network operating system, enhanced router support that buildsontheHot Standby
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Routing Protocol already in placeat FSL, and an extension of the GigE network coreinto the NOAA Boulder Main
DistributionFacility (MDF). Extending FSL’ snetwork coreintotheM DFisimportant becauseit provides* thirdroom
redundancy” that will enable Network Administration to maintain network connectivity to office workstations and
critical servicesduringtimeswhenboth FSL computer roomsmust be powered down for annual facilitiesmai ntenance.
Inaddition, theunified GigE network will provideagreater level of network monitoringforincreasedvisibility intoreal
data flow for all internal networks. This will enable the analysis of top applications and protocols, top source and
destination addresses, top flows and network conversations on every port for every device in the network. Access
tothislevel of network utilization datawasnot previously availabledueto themultivendor, multitechnol ogy network.
These datawill be valuable for resource management and for performance enhancement of applications, computer
systems, and information flow at FSL .

Two other important network improvementsareslated for thecoming year. Thefirst isdesigned to strengthen remote
accesssecurity withtheimplementation of atoken-based authentication system. Thiswill simplify andimprovesecurity
for remote access users such as travelers, telecommuters, and remote collaborators. The token-based system will
utilize a two-factor system for authentication to FSL networks. Several potential token-based solutions are being
considered to determine the best onefor the FSL network environment. The second planned improvement will beto
increase the range of the wireless network by a factor of four. By working with the NOAA Boulder Network
OperationsCenter (NOC), FSL will integrateour current wirel essnetwork capacity with additional accesspointsbeing
provided by the NOC to obtain wireless service throughout the David Skaggs Research Center. Wireless
authentication will be combined into aNOAA-approved “roaming gateway” system that utilizesthe NOAA LDAP
(Lightweight Directory Access Protocol) system for user sign-on and security, and accessto FSL internal networks
will becontrolledviaV PN servicesmanagedat FSL. Thisbuilding-widewirel essservicewill bothsimplify andimprove

the range of service to FSL users with roaming laptops.
Internet/Internet2
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Figure 16. The FSL 2004 GigE network configuration.
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Information and Technology Services

Through continued collaboration with the BPoP (Boulder Point-of-Presence) network community (comprising
NOAA,NCAR, theUniversity of Colorado-Boulder, Col orado StateUniversity, and the City and County of Boul der),
FSL and NOAA Boulder have an opportunity to join theresearch devel opment of anew national fiber-optic network,
the National LambdaRail (NLR). Labeled "Internet3," the NLR issimilar to the national TeraGrid network, withthe
important differencethat this network will be open to thewider research community. The NLR will utilize dark fiber
(fiber leased from cable providers without additional cost of service), and will support 40 channels of 10 Gigabit
Ethernet using Dense Wave Division Multiplexing (DWDM) technology. This network will be owned and managed
by the research community, and will connect vital centers of high-performance computing siteswith geographically
distributed computer resources and clients. Both research and production network data flows will be able to run
simultaneously sideby sideon dedicated NL R wavel engths, enabling potentially significant advancementsinthenew
eraof "e-Science." FSL plans to take advantage of this opportunity to support development of high-performance
computing for NOAA weather research. Some initial applications are likely to be storage area network (SAN)
solutions over WAN distances, and GRID computing among NOAA and other supercomputing sites. (GRID
computing is aimed at providing seamless and scalable access to wide-are distributed computing resources.)
Advancement intheseareaswill immediately lend to devel opment of moreintegrated weather research methods, and
to the proposed NOAA enterprise network backbone infrastructure.

Information Technology (IT) Security

Asgrid computing and other high-performance network initiatives continue to grow and evolve, the need for larger
network framesi zesisnow becoming critical totheir continued success. A partnershipisbeingformedwiththefirewall
vendor to evaluate and implement jumbo frametechnol ogy. Itishoped that FSL canimplement, or at | east test, jumbo
(9 kilobyte) frames at Gigabit Ethernet speeds through the firewalls to partner sites on the Abilene network. The
Intrusion Detection System (IDS) continues to grow in complexity and scope. It is hecessary to upgrade the aging
central system logging infrastructure with new hardware and logging software. Another task is to make alert data
accessiblefrom both IDS and centralized system logging to system and network administratorsthrough a secure, but
friendly interface. A token-based authenti cation systemwill beimplementedtoimprovethesecurity of existingremote
accessmethods, which should greatly reducetherisk of stolen-credential attacks. Oneof thelargest remaining security
obstaclesisthe problem of physical accessto FSL’s network. Work will begin on the implementation of port-level
security to better react to unauthorized or misconfigured network devices.

Data Acquisition, Processing, and Distribution
During 2004, the Data Systems Group plans to:

* Prepare the FSL NOAAPORT receiving system for transition to NOAAPORT Digital Video Broadcast-
Satellite (DV B-S) transmission technol ogy.

» Upgrade the Operational Build 2 (OB2) Central Facility AWIPS data serversto use the Red Hat Enterprise
Linux (RHEL) 3 operating system.

 Implement ahigh-availability arrangement for the Central Facility AWIPS data server for better redundancy.
» Complete implementation of the Unidata Local Data Manager (LDM) server at FSL to provide selected
NOAAPORT datasets to the Taiwan Central Weather Bureau.
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Forecast Research Division

Objectives

The Forecast Research Division (FRD) is home to most of the research in FSL on short-range numerical weather
prediction (NWP), development of advanced modeling and data assimilation techniques, diagnostic studies of
mesoscal e weather phenomena, and applications of NWPto nonmeteorol ogical uses. A major emphasisinvolvesthe
assimilation of operational, research, and future meteorological observations for analyzing current atmospheric
conditions and the subsequent generation of short-range numerical forecasts. Produced in real time at frequent
intervals on national and local scales, these analyses and forecasts are valuable to commercial aviation, civilian and
military weather forecasting, theenergy industry, regional air pollution prediction, and emergency preparedness. FRD
also has supported several large meteorological field experiments and continues to perform this service to the
community.

The Forecast Research Division is comprised of the following organizational structure:
Regional Analysis and Prediction Branch (RAPB)
Local Analysis and Prediction Branch (LAPB)
Specia Projects Office (SPO)

The Regional Analysisand Prediction Branch supports the following research programs:

Rapid Update Cycle (RUC) —A compl ete analysis/forecast system for hourly assimilation of meteorological
observationsover the United Statesinto anumerical prediction model, the RUC hasbeenimplemented asan
operational forecast system at the National Centers for Environmental Prediction (NCEP). The branch
develops and tests improvements to the RUC and its research counterpart, the Mesoscale Analysis and
Prediction System (MAPS), in the following areas:

» Data Assimilation — Improved techniques for estimating meteorological parameters on a regular grid,
combininginformationfrominsituandremoteobservationswiththat fromaforecast model, andinvestigation
of usesfor new datasources, such asrapid updating using Geostationary Operational Environmental Satellite
(GOES) raw radiances and derived products. Thelatter task isbeing performed partly in collaboration with
other membersof the Joint Center for Satellite DataA ssimilation, National Envirionmental Satellite, Data, and
Information Service (NESDIS); National Aeronautics and Space Administration (NASA); and National
Centers for Environmental Protection (NCEP).

* Numerical Prediction—Design, testing, andimplementation of improvementstothe RUC/MAPSnhumerical
prediction model, with a major emphasis on improving representation of processes near the surface and in
clouds, which exert a strong control on mesoscale forecasts.

» Analysis and Model Verification — Statistical and subjective evaluations of RUC/MAPS analysis and
forecast productsfor standard atmospheric variables, surface conditions, aviation-impact variables, clouds,
and precipitation.

» Data Sensitivity Studies — Using the RUC, conducted studies to determine the effects of different types

of observations on short-range numerical forecasts, including wind profilers, GPS, and space wind lidar
systems of the future.
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RUC Applications — Development of coupled atmospheric/land surface model capability in support of the
Global Energy and Water Cycle Experiment (GEWEX) programsand the NCEPimplementation of theRUC,
forecasting of aviation impact variables (icing, turbulence, ceiling, and visibility) in support of the Federal
AviationAdministration (FAA), windforecasting applied towind energy utilization, and real -timesupport for
field projectsin which NOAA is engaged.

Collaborative Modeling Projects — Lead role in the development and evaluation of the coupled MM5/Air
Chemistry model andthe WRF/Air Chemistry model, continued collaborationwith NCAR intheadvancement
of the science of modeling precipitation physics, participation in the development and application of the
Weather Research and Forecasting (WRF) model system and nonhydrostatic generalized vertical coordinate
model, and, finally, devel opment of aRUC Short-Range Ensemble Forecast (SREF) systemin collaboration
with NCEP.

The Local Analysisand Prediction Branch is engaged in the following efforts:

Local Analysisand Prediction System (LAPS) — Incorporation of local datasetsinto numerical models(e.g.,
MM5, RAMS, WRF) for the production of very detailed analysesof local weather conditionsand short-range
forecasts. The model is updated using variational methods and Kaman filtering techniques with new
observationsat |east hourly. A diabaticinitialization procedure known asthe“Hot tart” has been devel oped
for reducing the problem of cloud and precipitation “ spinup” in the early hours of model integration. LAPS
supportsabroad clientel e of mostly government and military entities, including the National Weather Service
(NWS), Federal Aviation Administration (FAA), Federal Highway Administration (FHWA), U.S. Air Force
Weather Agency (AFWA), Department of Defense (DOD/Army, Lockheed Martin, the Central Weather
Bureau of Taiwan, and the Korean Meteorol ogical Administration.

LAPSObservation Smulation System (OSS) — Eval uation of new observation technol ogy or siting of existing
observational systems. This system has been employed to assess the potential of new satellite systems for
instrument placement around eastern and western space centers of the U.S. Air Force and spaceborne wind
lidar systems for NOAA.

Satellite Products — Utilization and evaluation of raw radiances and products derived from GOES
atmospheric soundings, for the purpose of devel oping acompl ete national -scal e moisture analysisuseful for
high-resolution model initialization. The branch also participates in the Joint Center for Satellite Data
Assimilation.

Weather Research and Forecasting (WRF) Model Support — Development of a Standard Initialization
procedurefor community useininitializingthe WRF model with backgroundfiel dsobtai ned from other models
and static datadefining thesurfaceproperties. High-resolutionlocal applicationsof WRF are being devel oped
and tested, including eval uation during the International H,O (IHOP-2002) field experiment in the Southern
Plains and application for the Coastal Storms nitiative.

WFO-Advanced Support — Full support of an operational version of LAPS on the WFO-Advanced
workstation, including both analysis and prediction. The WFO-Advanced forecaster workstation is used to
demonstrate Advanced Weather Interactive Processing System (AWIPS) functions in support of future
Weather Forecast Office (WFO) operations.
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Local Model Implementations and Demonstrations— Configuring and installing modeling systemsthat take
advantage of local datasets, advancements in affordable parallel computing, and the results of weather
modeling research and devel opmentsfrom FSL and el sewhere. Current and upcoming applicationsof various
modelsondifferent computing platformsall takeadvantageof L APSinitialization. Ensemblesof local models
will beanincreasingly useful approachto numerical weather forecasting problemsand appli cationsto abroad
spectrum of uses ranging from fire weather prediction to ground transportation needs.

Research effortsin the Specia Projects Office consist of the following:

Diagnostic Turbulence Forecasting — Development, testing, and verification of diagnostic tools using the
RUC model for forecasting turbulence in support of the Aviation Weather Research Program.

Mesoscale Diagnostic Studies — Research performed to increase the understanding of weather systems,
improve conceptual and diagnostic model s of the atmosphere using datafrom conventional instruments and
new state-of-the-art sensors, and investigate mesoscale dynamical processes. Current studies include
potential vorticity streamers, the structure and dynamicsof thelow-level jet anditsrolein moisturetransport,
therole of gravity wavesin turbulence generation and convection initiation, and the dynamics and structure
of boresand solitons.

Resear ch Quality Datasets— Production of quality-controlled hourly precipitation data, meteorological data
from commercia aircraft (ACARS and AMDAR), and North American radiosonde data for access on CD-
ROMsandtheWeb. Assessmentsof and improvementsto the set of hourly precipitation measurementsare
utilized for verification purposes by the Real-Time Verification System (RTVS).

Websites for FSL Data — Development of Websites for the NOAA Chemical Weather Research and
Development program, national precipitationdata, ACARSdata, interactivesoundings, national mesonetwork
data, and FSL publications.
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Regional Analysis and Prediction Branch
Stanley G. Benjamin, Chief

Objectives

Theprimary focusof theRegional Analysisand Prediction (RAP) Branchisresearchfor and devel opment of theRapid
Update Cycle (RUC), which provideshigh frequency, hourly analyses of conventional and new datasourcesover the
contiguous United States, and short range numerical forecastsin support of aviation and severe storm forecasting and
other mesoscale forecast users. The RUC runs operationally at the National Centers for Environmental Prediction
(NCEP) at the highest frequency among its suite of operational models. The branch works closely with NCEP in
devel oping, implementing, and testing RUC improvementsat FSL , andtransferringthemto NCEP. A variety of model
andassimilationdevel opment, verification, and observational datainvestigationactivitiesarecarried out under theRUC
focus. Applicationsof the RUC include contributionsto the GEWEX (Global Energy and Water Cycle Experiment)
program toward improved climate forecasting (GEWEX Americas Prediction Project, GAPP), forecasting detailed
windfieldsincollaborationwiththeNational RenewableEnergy L aboratory, support for anumber of field experiments,
and the Short-Range Ensemble Forecast system being developed at NCEP. The RUC has a unique role within the
NWSinthat it isthe only operational system that provides updated national scale numerical analyses and forecasts
more often than once every 6 hours. It was developed in response to the needs of the aviation community and other
forecast users for high frequency, mesoscal e analyses and short range forecasts covering the conterminous United
States. Itiswidely usedin NWS Forecast Offices, NWS centersfor aviation weather and storm prediction, the FAA,
and other facilities. Evaluations of the RUC have clearly demonstrated its advantage in providing high frequency,
recently initialized forecasts based on the latest observations. The RUC isakey part of the FAA Aviation Weather
Program, since commercial and general aviation are both critically dependent on accurate short rangeforecasts. The
RUC will continue to improve over the next few years, perpetuating the successful collaboration between FSL and
NCEP, but a shift in primary focus has been to develop arapid update component to the WRF model by 2007.

In collaboration with other government agencies(e.g., NCAR, NCEP, NESDIS) and universities (e.g., University of
Miami, University of Oklahoma), RAP branch scientistsdevel op improved data assimilation and modeling methods
for use in the RUC and the Weather Research and Forecasting (WRF) model. Techniques for assimilating new
observational datasetsare devel oped toward thegoal of the best possible estimate of current atmospheric and surface
conditions, as well as the best possible short-range forecast. The branch also interacts with other FSL staff in
implementing optimal computing methodswith RUC and WRF software, making themodel asefficient aspossibleon
modern computing platforms.

A second primary focusof thebranchisthe devel opment, real -timeimplementation, and eval uation of afully coupled
atmospheric/air chemistry mesoscale model prediction system. An MM5-based, fully coupled system was runin
support of the 2002 NOAA Temperature and Air Quality (TAQ) Pilot Project in New England (and other previous
experiments). Anincreasingly important focus of research involvesregional air pollution studies. Currently, afully
coupled WRF-based chemistry modeling system isbeing run experimentally.

Accomplishments
Upgrading RUC to 13-kmResol ution — Following the operational implementation of the 20-km RUC model at NCEP

(April 2002) and the RUC three-dimensional variational (3DVAR) analysis (May 2003, see below), the RAPB
scientists began work on a 13-km version of the RUC model and analysis system. Scheduled for operational imple-
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mentationin spring 2005, thisupgraded version of theRUC will utilize planned computer increasesat NCEP. Thegoal s
of thisupgrade arefourfold:

* Improved precipitation, cloud, ceiling, visibility, icing, and turbulenceforecasts.

 Improved surface forecasts near coasts and surface wind forecasts over land.

 Improved moisture forecasts in the lower troposphere and near surface.

* Improved forecasts of near-surface conditions from assimilation of new observation types.

The 13-km spatial resolution allows more accurate depiction of the actual terrain and more faithful representation of
coastlines and lakes compared to the current 20-km RUC. In addition to improved depiction of terrain-related flows
and seallake breeze flows, the enhanced horizontal resolution is expected to produce improvements in forecasts of
aviationrelated fields, including convection, icing, ceiling, visibility and turbulence. The RUC13 continuesto use50
vertical level sand retainsthe samei sentropi c-sigmahybrid coordinatefound advantageousin previousRUC versions.
The horizontal resolution increase from 20-km to 13-km is complemented by anumber of enhancementsto both the
model physics and 3DV AR analysis procedure. Development and testing work for these enhancements is either
completed or ongoing at FSL. Specific components of the upgrade package include:

* Increase horizontal resolution from 20 kmto 13.3 km.

» Usenew higher resolution (also 13km) fixed filesfor terrain elevation, land use (with land-seamask), soil type,

and roughness length.

» Modify Grell-Devenyi convective parameterization to use optimized weighting for multiple closures.

* Implement updated version of RUC/NCAR bulk mixed-phase cloud microphysics designed to produce more

accurate depiction of supercooled liquid water needed for icing forecasts.

» Modify moisture analysis variable fromlog of water vapor mixing ratio (In g) to pseudo-relative-humidity.

» Modify RUC model digital filterinitializationtoimproveinitial moisturefields.

» Add soil temperatureand moisturenudginginanalysis, only included under certain conservativeconditions, based

on near-surface analysis increments of temperature and moisture.

* Assimilate new observationsfrom GPS preci pitable water, mesonet surface stations, and boundary-layer wind

profilers.

 Improve quality control for precipitable water observations.

» Assimilate METAR observations of cloud levels and visibility to improve initial conditions for RUC 3D

hydrometeor fields.

Infall 2003, FSL started 13-kmfull CONUSdomain RUC model testsinitialized fromthe20-km RUC analysis. Real -
timetestingof afully configured RUC13 (includingtheRUC 3DV AR andcyclingof all initial fieldsat 13-kmresol ution)
began in spring of 2004. Statistical verification of RUC13 forecasts has been performed against surface and
preci pitation observations, for which RUC13 forecastsare showingimproved skill over thosefrom 20-km RUC runs.
These improvements appear to result from both enhanced horizontal resolution and from revised microphysics and
convection parameterizations.

An example of aprecipitation forecast from 28—29 July 2004 is presented in Figure 17. Twelve-hour forecastsvalid
at 0000 UTC 29 July are shown for both the RUC13 and RUC20 (backup RUC run at FSL, very similar to the
operational RUC20). The sharper definition of convective storm systemsis evident with the 13-km RUC, typical of
itsbehavior for warm-season precipitation. A radar summary validat 2315UTCisalsoprovidedinFigure18toallow
subjective verification. The precipitation in the RUC13 is sharper than RUC20 overall, particularly for convective
systems in northern Kansas and from southwestern Minnesota to the southeastern tip of South Dakota.
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Figure 17. above) Precipitation forecast comparison between RUC13 (left) and RUC20 (right) 12-hour
forecasts valid 0000 UTC 29 July 2004.

Figure 18. (right) Radar summary (courtesy Unisys) valid 2315 UTC for the precipitation forecast comparison
in Figure 17.
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Thefollowing improvements have been made to the RUC20 sinceits original implementation at NCEP in 2002.

3D Variational Analysis — After severa years of development and real-time testing at FSL, on 27 May 2003, the
RUC three-dimensional variational (3DVAR) analysis was introduced into operations at NCEP as one of the
components of the RUC system. The mgjor advantage of a 3DV AR-based data assimilation system is the capability
of assimilating observationsnot carried inthemodel, such asradiancesmeasured by asatellite or radar vel ocitiesand
reflectivity observations. Assimilation of thesedataby thetraditional optimuminterpolation(OIl) methodisdifficultand
cumbersome. The RUC 3DVAR is designed for an operational environment, adhering to strict performance
reguirements, of which the most important ones are:

» The BDVAR analysis should fit observations as closely asthe Ol. Figure 19 demonstratesin thewind field case

that the RUC 3DVAR fits observations even better than the OI.

» Forecasts based on 3DV AR analyses should be at |east as good as Ol analyses-based ones. Figure 20illustrates

inthe 3- and 12-hour RUC wind forecast similar performance based on Ol (red curves) and 3DV AR (blue curves)

analyses during the period of 18 November 2002—14 January 2003.
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» 3DVAR solutions must not require much more computer time than Ol-based solutions. In fact, present RUC
3DVAR requires less computer runtime than earlier Ol scheme.

In order to support the RUC 1-hour forward intermittent data assimilation cycle, many different observations are
assimilated by the RUC 3DV AR. Theseinclude radiosondes (RAOBS), aviation meteorol ogical reports (METARS),
buoy observations, commercial aircraft, wind profilers, geostationary (GOES) and polar-orbiting (SSM/1) satellites,
ground-based GPS and radars (radia wind and reflectivity). Different kinds of observations require different
observation (forward) operators, and the definition of appropriate observation and representativeness errors. The
observation error termsin the RUC 3DV AR mostly are from Ol, and the background error covariances are applied
by computationally efficient digital filters.

The RUC 3DV AR design closely followsthe one originally used in Ol. The analysisis performed in ageneralized
vertical coordinatesystem definedfor thecaseof RUC asahybrid sigma-isentropic system. Itisa56-level modification
of the50 nativecoordinatelevel sof theRUC forecast model . Theanalysisisperformedinthreesteps: 1) amultivariate
mass/wind analysisis performed, with balancing provided by alinear regression scheme; 2) the analysis of virtual
potential temperature analysisis computed; and 3) moistureisanalyzed univariately.

Because 3DV AR methods do not use station selection, 3DV AR-based analyses behave much more smoothly than
Ol ones. Figure 21 showsthetimeevol ution of anoiseterm (domain averaged absol ute pressuretendency) comparing
Ol and 3DVAR for the case of 1200 UTC 19 November 2002. Thereis aclear indication of lessnoise in 3DVAR
bothwithandwithout digital filter initialization (DFI). Thedifferenceinnoiseisdiminishingintime, thoughit existsup
to five hours.

FSL isan active participant in the Weather Research and Forecasting (WRF) model development, including a new
3DVAR method designed according to WRF standards and requirements. The basic version of the WRF 3DVAR
wasreleased on 1 July 2003. Thisversioniscapable

of analyzing the standard set of observational data, 9

excluding (at thiswriting) satelliteand radar informa-

tion. Preliminary testsat FSL demonstratethe stabil- 8 ke g =y

ity and capability of the new code, but further | |t
developmentisnecessary to makeit availablefor use 7 s s :....|==e==0l.DFI

in the operational RUC or Rapid Refresh, RUC's } | —01-40 OF

subsequent version.

ABS (dPs/dt) (hPa/h)

Figure 21. Time development of noise
parameter values for both Ol (blue) and
3DVAR (red) with and without digital filter '
initialization with initial conditions at 1200 hour
UTC 19 November 2002.
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Improved Version of the Land-Surface Model — The most recent version of the Land-Surface Model (LSM)
implemented in the RUC20 has anumber of improvementsin treatment of snow cover. It allows evolution of snow
density asafunction of snow ageand depth, thepotential for refreezing of melted water insidethesnowpack, andsimple
representation of patchy snow through reduction of theal bedowhenthesnow depthissmall. If thesnow layer isthinner
than a2-cm threshold, it is combined with the top soil layer to permit amore accurate sol ution of the energy budget.
This strategy gives improved prediction of nighttime surface temperatures under clear conditions and melting of
shallow snow cover. The differencesin skin temperature before and after the changes to the snow model could be
aslarge as 10-12°, and the experimental RUC is significantly more accurate (see the location with the snow depth
below 1 inch shown with the white arrows on Figure 22).

V olumetric soil moistureand soil temperatureat the 6 soil model levels, aswell ascanopy water, snow depth, and snow
temperature, are cycled in the RUC LSM applicationsin current and previous versions of the RUC. In the 20-km
horizontal resolution RUC (RUC20), cycling of the snow temperature of the second layer (where needed) is also
performed. The RUC continuesto be unique among operational modelsin its specification of snow cover and snow
water content through cycling. The2-layer snow model intheRUC20improvestheevolution of thesefields, especially
in springtime, more accurately depicting the snow melting season and spring spikein total runoff.

Support of the Operational RUC at NCEP — FSL monitors performance of the RUC running operationally at NCEP
and works with NCEP to make necessary modifications. As part of thiswork, FSL must maintain expertise on the
IBM SP computing system at NCEP and maintain aclose, long-term collaboration with many groupsin NCEP. FSL
also supports a related major ongoing task, that of running in real time a backup version of the 20-km RUC in a
"hardened" computer environment on the FSL Jet supercomputer to assure high-level reliability. During NCEP
outages, RUC gridsfrom FSL are substituted through NWS distribution channel sto support all real-time RUC users.
This task involves both the RAP Branch and FSL's Information Technology Services, along with NCEP and other
organizationsof theNational Weather Service. A backupfor theRUC20wasdevel oped andimplemented during 2002.
Ongoing enhancements continue on the RUC Website, http://ruc.fsl.noaa.gov, including products from the test
version of the 20-km RUC, and the use of the 20-km RUC gridsin the FSL Interactive Sounding program.

Skin temperature comparison IR s
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Figure 22. Skin temperature predictions
from the Control RUC (old snow model)
and Experimental RUC (new snow model)
valid at 1200 UTC 5 March 2002 as veri-
fied against the METAR observations.
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Improved Verson of the Grell-Devenyi Convective Parameterization — The RUC20 uses a new Grell-Devenyi
convective parameterization, based on a very simple convective scheme developed by Grell. For the RUC20
implementation, the original scheme was first expanded to include lateral entrainment and detrainment, including
detrainment of cloud water and ice to the microphysics scheme discussed in the previous section. In addition, the
scheme draws on uncertainties in convective parameterizations by allowing an ensemble of various closure and
feedback assumptions (relating to how the explicitly predicted flow controlsthe parameterized convection, whichin
turn modifiesthe environment) to be used every timethe parameterizationiscalled. Thefour main groupsof closures
that are used in the RUC20 application are based on removal of convective available potential energy (CAPE),
destabilization effects, moisture convergence, and low-level vertical velocity. These four groups are then perturbed
by 27 variations of sensitive parametersrelated to feedback as well as strength of convection, giving atotal of 108
ensemblemembersthat contributeto the convective scheme. Output from the parameterizationincludestheensemble
mean, the most probable value, and a probability density function, aswell as other statistical values. Currently, only
the ensemble mean is fed back to the dynamic model.

The application of the Grell-Devenyi convective schemeinthe RUC model also includes aremoval of the negative
buoyancy capping constraint at theinitial time of each model forecast in areas where the Geostationary Operational
Environmental Satellite (GOES) sounder effective cloud amount indicates that convection may be present. This
technique can aid modeled convection in starting at grid pointswhere observed if thereis positive CAPE, although it
cannot create positive CAPE. In addition, an upstream dependence is introduced through relaxation of stability
(convectiveinhibition) constraintsat adjacent downstream pointsbased on 0-5kmaboveground level meanwindand
through allowing the downdraft massflux at the previous convectivetime step to force convection at the downstream
location.

Applications of RUC

RUC Prababilistic Forecasts of Convection for the Aviation Community — In response to needs of the aviation
community for convective guidance products, the Regional Analysis and Prediction Branch has been producing
experimental real-time convective probability forecasts from the RUC model since July 2003. The choice of a
probabilistic format wasmotivated by the extremedifficulty in making accurate deterministic thunderstorm forecasts
withlonglead-time(>2hours) coupledwiththestrong needfor longlead-timethunderstormrisk information by aviation
flow managers. The RUC forecasts were designed to complement the Collaborative Convective Forecast Product
(CCFP), ahuman-generated thunderstorm risk forecast produced by the Aviation Weather Center (AWC). Thecore
of the RUC probabilistic forecast generation process isthe use of various ensembl e forecast techniques. At present,
avery simplegridpoint ensemblemethodisbeing used, whereby convectiverainrateintensitiesfrom neighboring model
gridpointsare used to determinethe percent coverage of convection withinacertain distance of each model gridpaint.
Using thistechnique, very detailed deterministic convective forecasts can be aggregated to larger spatial scalesthat
possess more useful information for forecasters.

Figure 23 illustrates the probability generation technique for a sample case of a 7-hour forecast valid 1900 UTC 4
August 2003. Panel a) showsthe 3-hour accumulated convective precipitation from the deterministic RUC forecast.
Usingthegridpoint ensembl etechnique, aprobability forecastisgenerated asshowninb). Thisconvectiveprobability
forecast isthe product provided to users, and likely better represents the present state of thunderstorm forecast skill
than the deterministicforecast. For the purpose of verification, theprobability forecast isthresholded at the 40% |l evel
and converted to a categorical forecast of convection as shown in ¢). Comparison of this categorical forecast with
the National Convective Weather Diagnostic (NCWD) verification shown in d) indicates encouraging skill for this
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challenging summertime convection caseasindicated by the probability of detection (POD), bias, and critical success
index (CSl) scores.

Statistical verification of the RUC convective probability forecast (RCPF) is being completed in real-time by the
Aviation Division'sForecast Verification Branch. Analysisof theverification statisticsfor atwo-month period (July,
August) from 2003 indi catesthat the RCPF will likely provide useful guidancetotraffic flow managers. Theaverage
diurnal cycle of three standard skill scores (POD, bias, and CSI) for 7-hour RCPFsis shown in Figure 24. Readily
apparent in the plot isthe enhanced skill for early morning forecastsvalid in the midafternoon. Thismorning forecast
of initial convective development is extremely important, as it can provide the basis for strategic reroutes of
transcontinental plane flights, around which other shorter duration flights are planned.
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Figure 23. Graphical depiction of the
creation of the RUC convective prob-
ability forecast (RCPF) for a sample
7-hour forecast valid 1900 UTC, 4
August 2003. a) Raw convective
(subgrid-scale) 3-hour accumulated
precipitation (mm). b) Convective
probability forecast obtained from the
gridpoint ensemble. c) Categorical
thunderstorm forecast obtained by
thresholding the probability forecast
at 40%. d) National Convective
Weather Diagnostic (NCWD) used for
verification of the RC. kill scores
shown for the RCPF are computed
with respect to the NCWD verifica-
tion.

Figure 24. Diurnal cycle of average
skill scores (during July and August
2003) for 7-hour RUC convective prob-
ability forecasts (RCPFs). Shown are
the probability of detection (POD),
critical success index (CS) and bias,
as well as the areal coverage of the
verifying convection (area). The
dashed green line (bias = 1.0) is in-
cluded for reference.
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Use of RUC Wind Forecasts for Estimated Wind Power Potential — FSL continues a collaborative wind energy
study with the National Renewable Energy Laboratory (NREL, Department of Energy) now using 20-km RUC/
MAPSforecasts. Time-lagged ensembles produced from 20-km RUC forecasts out to 48 hours are used to estimate
near-surface wind power potential, while variance among forecast ensemble members provides a measure of
uncertainty in those forecasts. The high vertical resolution in the RUC near the surface and frequent update cycling
makesit well suited to wind energy forecasting.

Testing RUC's Time-Lagged Ensemble Forecasts — The RUC forecast system has been consistently putting out
regional weather forecasts in the short range over the years. Because the RUC system ingests a lot of new
observational data in an hourly cycle, its 1-3-hour forecasts provide a valuable reference and complement to the
forecast community around the United States. Researchers are checking out whether forecasts from these hourly
initializationsvary, and, if so, what consequencesmay result fromusing theseforecastsasaset of ensemblemembers.
Inthe past year, FSL developed atime-lagged ensemble forecast system based on various RUC forecastsinitialized
at different times. Verification of the ensemble forecasts compared to the deterministic forecasts in the short range
of 1-3 hoursshowed improvedforecast skills, generally about 3—15%. Thisimprovement isattributed totheensemble
forecast correction of initial spinup error in the RUC forecasts.

New England High-Resolution Temperature Project — Specia high-resolution RUC forecasts for a NOAA/NWS
experiment, New England High-Resolution Temperatures (NEHRT), have beenrun at FSL since summer 2002. The
special configuration consistsof a10-kmgrid coveringtheNortheast United States, eastern Seaboard and Great L akes
areasnestled withinaCONUS 20-km RUC domain. The 20-km RUC utilizesa1-hour assimilation cycletoingest all
availableaobservations, including special wind profiler and mesonet sites. Froma20-km analysis, 10-kmforecastsout
to 48 hours were produced every 6 hours. FSL distributes forecast fields to the NWS Eastern and Central Regional
Headquartersfor real-timeAWIPSdisplay atlocal offices. Additional fieldsareavailablethroughthe RUC Webpage,
http://ruc.fsl.noaa.gov.

Observation Sensitivity Experiments Using RUC to Examine the Impact of GPS — In collaboration with the
Demonstration Division, the RAP Branch continuesto run 60-km RUC parallel cycle experimentswith and without
assimilation of GPS precipitable water observations. Positive impact (leading to more accurate forecasts) of GPS
precipitable water observations on short-range (3-hour) relative humidity forecasts seen in earlier sensitivity
experimentswith the original 60-km RUC continuesto increase as more stations are added to the network (Table 1).

Table 1.
RUC Improvement Using GPS Precipitable Water Observations for 3-hour RH Forecasts

No. Sta 18 56 67 100+ 200+
Y ear 1998-99 2000 2001 2002 2003
Level % improvement (normalized by total error)
850 15 38 39 5.0 54
700 11 41 6.3 6.5 7.0
500 0.7 21 20 24 31
400 0.3 0.1 -04 -05 10

Mean (850-400) 09 25 29 33 41
Mean (850-500) 1.1 33 41 4.6 5.2
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The ongoing assessment of the 20-km RUC continues, using aWeb interface created by the Demonstration Division.
Interactive, real-time displays alow for immediate analysis of theimpact of over 200 GPS observations being used
every hour by the 20-km RUC runat FSL. Long-term statistics can also be calculated, as seenin Figure 25. These
figures represent bias and RM S error calculated for every hour over the period 25 July—22 October 2003. Thereis
astrongimpactintheanalysisand 3-hour forecastsfrominclusion of profiler data, and thesignificantimpact at 6 hours,
with adight impact still discernable at 9 hours. By 12 hours, the forecasts are nearly identical.

Development of Wavelet-Based Diagnostic Tools for Aviation Weather Research — The combined aircraft data
obtained duringthe SCATCAT (SevereClear Air TurbulenceCollidingwith Aircraft Traffic) field program and Rapid-
Update Cycle (RUC) model simulation of the SCATCAT case indicated the presence of both gravity waves and
moderate-or-greater (MOG) turbulence events. Though customary spectral techniques applied to these data do not
lend themselves well to a proper understanding of the highly intermittent and nonstationary nature of interactions
between waves and turbulence, the wavelet technique can localize these temporally evolving phenomena via a
frequency-time (or wavelength-space) display. FSL is developing wavelet-based diagnostic tools to offer a better
understanding of wave-wave and wave-turbulence interactionsthat may improve the forecast skills of occurrence of
clear-air turbulence in the atmosphere.

Theresearch and devel opment work conducted during thelast year includes many activities. Development of aone-
dimensional continuouswavel et packageisunderway. When this package was applied to aircraft observational data,

IPW differences between 20km RUC 12h forecasts and
GPS-IPW obs at ~225 sites for 25 Jul - 22 Oct 2003

I RUC w/ GPS
LB RUC who GPS

With GPS RUC-GPS RMS Without GPS RUC-GPS RMS

Number 709 709 Number 696 696
Mean (mm) -0.48 3.91 Mean (mm) 0.03 3-89

Figure 25. Integrated precipitable water differences between the 20-km RUC analyses and GPS-IPW
observations at ~225 sites for 25 July—22 October 2003.
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theresult wasacl oserel ati onshi p between gravity-waveintensification and turbulence bursts (Figure 26, panel a). By
combining the cross-spectral method and wavel et transformation, we were able to reconstruct monochromatic and
polychromatic gravity waves with localized characteristics in amplitude and phase (Figure 26, panel b and c¢), and
turbulence intensity (Figure 26, panel d). Another task involved development of a wavelet-based cross-spectral
analysis package, which can project bivariate data onto both frequency and time subspaces. Thisfeatureisideal for
studying polarization characteristicsof gravity wavesand turbulence. Branch researchershave al so devel oped atwo-
dimensional wavel et analysi sthat canlocalizean atmosphericwavein space, and decomposewaveenergy intovarious
spectral components. This package is used for analyzing RUC and MM5 model simulations to identify wave
propagation and wave-wave interactions (Figure 27).

Continued research and development of wavelet-based diagnostic tools are planned in accordance with FAA’s
turbulenceprojects. Inparticular, wewill apply the 2D wavel et diagnostic tool sto analyze the high-resol ution model
simulationsof gravity wavesand turbul ence, to determinetheatmospheric conditionsfor thegeneration of turbulence
by mesoscale gravity waves.

Collaborative Modeling Projects

Development of a Coupled Weather/Air Chemistry Prediction System Based Upon the WRF Numerical Model
—FSL isdeveloping and applying a next-generation coupled weather/air quality numerical prediction system based
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Figure 26. (a) Time-frequency display of wavelet analysis of aircraft vertical acceleration data at 10.1, 10.7,
and 11.4 kmflight altitudes (cm s2). (b) Phase of gravity waves (degree) at which maximum turbulence intensity
occurred for turbulence > 0.5 cn? s* (c) Gravity waves reconstructed from wavelet analysis in the 0.07
frequency band, and (d) Turbulence intensity (cn? s*) reconstructed from wavelet analysis in the 0.65 Hz
frequency band. Background noise level of wavelet amplitudes is depicted by blue, with increasing intensity
shown by yellow and red shading. Black segments indicate times when the aircraft was going through
maneuvers (primarily changes in altitude) that invalidated the measurements.
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upon the Weather Research and Forecasting (WRF) model. In this numerical model system, the chemical kinetic
mechanism is embedded within the meteorological model structure, and thus the integration of the chemistry is
performed as part of WRF (WRF-Chem). Low-level and surface biogenic emissionsare also integrated online since
they are strongly modul ated by meteorology.

Eval uation of the WRF-Chemmodel isbeing performed using a2-month testbed dataset obtai ned during the2002 New
England Air Quality Study (NEAQS-2002), an intensive meteorological and air quality observation and modeling
program. The goals of this program included devel oping a better understanding of the chemical and meteorological
transport processesassoci ated with high ozoneevents, and al soto assesstheability of present operational andresearch
WRF-Chem model eval uation. To better comparethe WRF-Chem model totheM M5 chemistry model (MM 5-Chem)
used for real-timeforecasts, WRF-Chem was configured with anearly identical domain and anthropogenic emissions
data. Because of the similarities of the chemical modules within the WRF-Chem and MM5-Chem, most of the
differencesin the comparison of the two models should be caused by differencesin the meteorological simulation.

Themodel evaluationisbeing doneinthreedistinct ways. Operational eval uation compared themodel outputsagainst
measurements taken by operational ozone monitors. Statistics show how the model forecastsrel ated to each other as
well asto measured ozone. Diagnostic eval uation examined ozone and its precursorsat particul ar locationsand time
periodsindetail. M eteorol ogical eval uationfocused ondifferencesinthemeteorol ogical forecasts. Themeasurements
used for comparisonswere primarily fromresearch sites. It should be noted that model comparisonsare complex and

2D wavelet {t=05 UTC, z=235 K, wavelenqth=300 km)
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Figure 27. A two-dimensional wavelet analysis of vertical velocity field from the RUC model simulation of a
SCATCAT case.
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difficult. Many factorssuch asphysical parameterizations or vertical grid resolution, etc. affect model performance.
Statistics should therefore be interpreted with care, and small differencesin performance should not receive undue
emphasis.

The square of the correlation coefficients (r?) and median error statisticsfor al of the WRF-Chem and MM5-Chem
ozone (O,) predictions are summarized graphically in Figure 28a. The r* coefficients derived from 8-hour averages
are also included in these plots. The most relevant comparisons are between the WRF-Chem results and the MM 5-
Chem results. For O,, the WRF-Chem r? coefficients (based on hourly averages) are slightly to significantly higher
than those of MM 5-Chem for 12 out of the 15 possi bl e | ead-time/observation site combinations. Biasesaregenerally
indistinguishable between al of the model cases. One can conclude that the WRF-Chem model exhibitsimproved
model skill relativeto MM5-Chemfor O,. Althoughthereislessconfidenceassociated withther? valuesderived from
8-hour averages (only 38 pointsin thelinear regressions), they arealwaysaslargeor larger than the r’values derived
from 1-hour averages. Thisimpliesthat model/observation correlations at each site are driven by the models’ ability
to simulate the day-to-day variability in O,, as opposed to hourly O, variations.

UnlikeO,, COand NOy havenegligiblephotochemical sources, and provideamoredirect link between anthropogenic
source regions and transport to the various sites. Figure 28b shows the forecast skill and model biases for NOy.
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The r?values based on hourly averages are generally lower than for O,. For 8 of the 12 |ead-time/site combinations,
the WRF model showsincreased forecast skill over the MM5-Chem model. With the exception of aslight decrease
inr2valuesat Castle Springs, VT, the WRF model outperforms MM5-Chem. However, the CO model biasfor WRF-
Chemisawayslarger than that of MM5-Chem, and significantly higher at the | sle of Shoalsand the Harvard Forest
sites. The large biases can be explained by the coarse treatment of land use and emissions along the New England
coastline. Smaller horizontal grid spacing has been shown to reduce the forecast biases to near zero.

In addition to chemical species, WRF-Chem s capabl e of forecasting the concentration of particul ate matter the size
of 2.5 microns(PM2.5). Theseatmospheric aerosolsare generated by chemical reactionsand significantly influence
visibility and smog forecasts. Figure 29 showsascatterplot of hourly averaged PM 2.5 concentration from the WRF-
Chem model and the observations of PM2.5 collected at Thompson Farm, Vt. Thereisclearly acorrelation between
the model and observations, particularly at the high end. However, the model tends to under-predict high aerosol
concentration by roughly afactor of 2. It is anticipated that updating the surface chemical emissions database and
improving the aerosol chemical production will greatly improve the PM 2.5 concentration forecast.
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Figure 29. Scatterplot of PM2.5
forecasted by WRF-Chem for the
Thompson Farm location compared
to the observed PM2.5 concentration.
Values computed for 13 July 2002-7
August 2002 are separated into 12-
hour forecast periods shown by the
colored dots. WRF-Chem tends to
underpredict large concentrations of
aerosols.
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Participation in Development of the Weather Research and Forecast (WRF) Model System — The overall goa of
the WRF model project isto develop a next-generation mesoscale forecast model and assimilation system that will
advance both the understanding and prediction of important mesoscal e weather, and promote closer ties between the
research and operational forecasting communities. The model and associated system are being developed as a
collaborativeeffortamongNCAR, NCEP, FSL, the Center for the Analysisand Prediction of Storms(CAPS), and other
research institutions together with the participation of anumber of university scientists.

WRF Model Precipitation Testing — In preparation for replacement of the RUC model by a yet-to-be determined
version of the WRF model in the "Rapid Refresh" slot at NCEP, we have been comparing the performance of RUC
and WRF inreal-timerunsover the continental U.S. Thetwo modelsarerun onidentical domainsand horizontal grid
configurations, and the WRF isinitialized from the RUC 3DV AR. The physicsin WRF is being configured as close
totheoperational RUC asiscurrently possiblein order to better discern effectsrel ated to the fundamental differences
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between thetwo models, particularly their vertical coordinate. The RUC Grell-Devenyi convective schemeand RUC
land-surface model are used along with other parameterizations, such asthe Mellor-Y amada-Janjic PBL and surface
layer formulations used in the operational Eta and the NCEP 5-class bulk microphysics scheme. Thereis no WRF
option for the Dudhialongwave radiation scheme used in RUC (the Rapid Radiative Transfer Model (RRTM) isused
in WRF).

Overall, the WRF runs, as compared with the RUC (development code) runs, appear to consistently have more
precipitation. Thisisdemonstrated in Figure 30, which showsacomparison of 3-hour accumulated total precipitation
and snow precipitation from WRF and RUC for the south Atlantic states. The differences between the 10-km WRF
and RUC versions could be even more substantial.

Real-Time Air Quality and Weather Forecasts Using the WRF-Chem Numerical Model — Real-time forecasts
using the WRF-Chem model are being conducted at FSL. These simulations are run to ensure model robustness, to
perform subjective analysis of ozone (O,) and PM 2.5 (particul ate matter at 2.5 microns) forecasts, and to preparethe
WRF-Chem model for adirect comparison with the NWS operational air quality forecast model suite. Theforecasts
aremadefor a36-hour timeperiod onanumerical gridthat isapproximately 3600 kmx 3000 km and coverstheeastern
two-thirds of the United States. The numerical grid uses 27-km horizontal grid spacing and is centered at 86°W
longitude and 34.5°N latitude. The model domain extends vertically to 18 km with avertical mesh interval smoothly
increasing from 7 m near the surface to approximately 500 m at the domain top.

Forecasts are produced every 12 hours starting at 0000 and 1200 UTC. The meteorological initial conditions are
obtained fromthe Rapid Update Cycle (RUC) model analysisfieldsgenerated at FSL, and lateral boundary conditions
are derived from the NCEP Etamodel forecast. Atmospheric chemical constituentsareinitialized from the previous
12-hour forecast, and the chemical lateral boundary conditionsfor inflow along lateral boundaries are obtained from
anidealized atmospheric chemistry profile. Hourly updates are made to the anthropogeni ¢ emissions using the EPA
NET-96 emissiondatabasethat isinterpol ated to thethree-dimensional model grid. Information about theconfiguration
of the WRF-Chem model isprovided in Table 1.

3-hour accumulated

total and snow Figure 30. Comparisons of 3-hour accu-
precipisation mulated total and snow precipitation from
12-hour forecasts of 20-km WRF and
RUC against the radar valid at 0000
UTC 27 February 2004.

Valid at 0000 UTC
27 February 2004
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Table I.

WRF-Chem Real-Time Forecast Configuration
Advection scheme 5th horizontal /3rd vertical
Microphysics NCEP 3-class simpleice
Longwave radiation RRTM
Shortwave radiation Dudhia
Surface layer Monin-Obukhov (Janjic Eta)
Land-surface model osu
Boundary layer scheme Meéllor-Y amada-Janjic TKE
Cumulus parameterization Betts-Miller-Janjic
Chemistry option RADM2
Dry deposition Weseley, 1989

Biogenic emissions

Photolysis option
Aerosol option

Gunther, 1994 and Simpson, 1995
Madronich, 1987
MADE/SORGAM

Graphical forecast products are generated from hourly model output data and freely distributed to federal and state
Air Quality offices at Webpage http://mww-frd.fsl.noaa.gov/ag/wrf (Figure 31). The two images show the
concentrationof O, NO,,CO,PM2.5 and several meteorol ogical fields. Inaddition, universitiesand national forecast
offices receive the forecast model data through the FX-Net (http://mwww-id.fsl.noaa.gov/fxnet.ntml). This FSL-
devel oped application allowstheforecaster/researcher to simultaneously visualizethethree-dimensional structureof
the meteorological and chemical forecast, as well as surface observations of the same fields.
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Figure 31. a, left) Example WRF-Chem forecast image showing ozone concentration and winds. O
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Projections

Scientists within the Regional Analysis and Prediction Branch and other FRD branches will continue to work with
colleagues at NCEP, NCAR, and other organizationsto improve the RUC and WRF models over the next few years.
An overview of the primary near-term tasks follows.

RUC Upgradeto 13-km—Thenext (and final) major upgradeto the hybrid-isentropic model that formsthefoundation
of theRUC isintended for implementation at NCEP sometimein 2005. Thiswill bemade possibleby amajor increase
incomputing resourcesat NCEPin2004—2005. Thechief model upgradewill bereductioninthehorizontal grid spacing
toabout 13kmtoallow improved representation of effectsof terrain andland seacontrasts. Thisincludesorographic
preci pitation enhancementsand shadowing, improved prediction of mesoscal e, terrain-induced airflow perturbations,
aswell asland-seabreezes. A secondary benefit, based in part on our extensive experience running the RUC model
at 10-km horizontal resolution over sub-CONUS domains, is improved representation of cloud and precipitation
processes. Plans are underway to update the Grell-Devenyi ensemble convective parameterization with ensemble
wei ghting based on data assi milation techni questo optimize prediction of convectiverainfall, aswell asanimproved
version of the NCAR mixed-phase, bulk microphysics package. In addition, further enhancementswill be made to
the LSM aong with a careful evaluation of turbulence schemes (that currently used in RUC as well as possible
replacements).

WRF model enhancements in preparation for Rapid Refresh (RR) — Improvements will be made to WRF
performanceaswegain further experience, and particularly aswegotofull, self-contained cycling of WRF. A digital
filterinitializationwill beintroducedinto WRFtoimprovedynamical balanceduringthefirst few hoursof theforecast.
Extensive comparative eval uation of WRF performancerelativeto RUC will continue, and will formthebasisfor the
decision on whether an enhanced version of the current RUC model (adapted to the WRF coding framework) or a
nonhydrostatic version of the WRF will be used astheinitial RR model. Plansareto replacethe RUC withthe WRF
RR model by early 2007, thus the reason for why the next upgrade of RUC isto be the last.

RUC contribution to the New England High-Resolution Temperature Project — An FSL RUC13 cycle, as well
as 13-km WRF model forecasts spawned off thisRUC cycle, will be run in support of this project during summer of
2004. Assessment of model performance, particularly at the surface and in the PBL and using project special
observations, will contribute to identifying model weaknesses and waysto alleviate them.

RUC Probabilistic Convective Forecasts for the Aviation Community — For the 2004 convective season, additional
ensembleinformationwill beutilized, including time-lagged output from different RUC forecast cycles, different RUC
model versions (dataassimilation and model physicsdifferences), and modul ation of the convective probabilities by
other convection-relatedfields(liftedindex, vertical velocity, terrain, etc.). Development of thetime-lagged ensemble
system using RUC forecasts is planned in accordance with FAA’s requirement.

Refinement and Testing of Improved Physical Parameterizations for Soil/Vegetation Processes, Turbulence,
Convective Clouds, and Cloud Microphysics — Some of thiswork will be done in collaboration with NCAR, since
the RUC model uses some of the MM5 parameterizations that will be options for the WRF model.

National Observing System — FSL will continue its efforts with a team working toward an initiative to develop a

national mesoscal e observing system consisting of tropospheric and boundary layer profilers, ground GPSreceivers,
and radiosondes with ground tracking systems. Thisis an initiative with great potential impact for mesoscale fore-
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casting. Alsounder development isan observation system simul ation experiment (OSSE) with apractical observation
network design and numerical model to verify the budgets and applicability.

Data Assimilation — Work will commence to test the WRF 3DV AR system within the RUC assimilation cycle.

Contribution of RUC Forecasts to the NCEP Short-Range Ensemble Forecast System — As part of an expansion
to NCEP s Short-Range Ensemble Forecast (SREF) project, FSL will complete its effort begun this last year to set
up an ensemble version of the RUC model running out to 63 hours on a48-km grid over the Etadomain. TheRUC
SREF is spawned from a set of five members bred from the NCEP Etamodel, and isa candidate for inclusionin the
NCEP SREF set currently composed only of Etaand Regional Spectral Model bred members. Tentativeresultsfrom
the RUC SREF show substantial spread in the ensemble, but it needs to be determined whether the forecast skill for
the ensemble mean exceeds that of the operational RUC20 model, and statistical techniques must be developed to
assess the results.

Joint Center for Satellite Data Assimilation Activities—Work will continue in running and testing the Optical Test
Transmittance (OPTRAN) radiative transfer model to replace the European Centre for Medium-Range Weather
Forecasts RTTOV code that has been used in all RUC forward model calculations thus far. OPTRAN has been
chosen as the community radiative transfer model by the Joint Center for Satellite Data Assimilation. Outgoing
radiances from the RUC will then be subjected to OPTRAN forward model cal culationsto compare with the GOES
radiances. Theimager datawill beusedto determineclear-air radianceswith greater resol ution than using the sounder
estimates. Eventually, thegoal istoincorporatetheadjoint of theforward cal cul ationsinto theRUC three-dimensional
variational (3DV AR) analysisandtobeginusingthistorapidly updatetheradiancedataintheRUC and, | ater, theWRF
models.

Use of Radar Data in a National-Scale Cloud/Hydrometeor Analysis — A highlight of this work will be the
availability of CONUSLevel-2 88D dataat NCEP. Our current reflectivity assimilation will be upgraded to usethis
data. Improvementswill bemadetothecurrent ceilingandvisibility translationagorithm. Thereispromisethat RUC
or RR analyses and, particularly, forecasts can form a basis for CONUS ceiling and visibility analyses/forecasts;
fruitful interactions with scientists at NCAR and MIT Lincoln Laboratories are anticipated toward this end.

Continued Development of a National-Scale Cloud/Hydrometeor Analysis — Development and real-time testing
will continuefor further improvementsto the RUC national-scale cloud analysis, with theaddition of radar, lightning,
and surface observations to satellite cloud-top data. Experimentswill be carried out testing assimilation of a GOES
imager-based multilevel cloud product, as described below under the JCSDA plans.
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Local Analysis and Prediction Branch
John A. McGinley, Chief

Objectives

TheL ocal Analysisand Prediction (LAP) Branch respondsto the needsof many government agenciesand the private
sector intheareasof local and mesoscal edataanalysis, datafusion, dataassimilation, quality control, three-dimensional
display and visualization, and numerical modeling. Research and development involving the Local Analysis and
Prediction System (L APS) and theimplementati on of mesoscal eforecast model sformthe primary focusof thebranch.
Theoverarching objectiveisto provide real-time, three-dimensional, local-scal e anal yses and short-range forecasts
(0-24 hours) for domestic and foreign operational weather offices, facilities, and aviation and other field operations.
Activities cover four broad areas:

Data Acquisition — Includes identifying, collecting, and quality-controlling any atmospheric or earth surface
measurementsof utility to LAPS, such asthose provided by satellites, radars, mesonets, aircraft, GPS, rawinsondes,
and profilers. Thisactivity alsoincludesdevel opinginterfacesto national datasets, such asthe gridded data services
provided viathe Satellite Broadcast Network (SBN) datafeed and similar military systems. LAPSiscoupled withthe
Local DataAcquisitionand Dissemination (LDAD) System and the M eteorol ogical Atmospheric Datalngest System
(MADIS), as well as the Taiwanese and Korean data sources.

Data Analysis— Accomplished using anintegrated software package containing well-documented objectiveanalysis
schemes that apply quality control criteriato the data, spatially represent atmospheric conditions, perform spectral
filtering, and ensure vertical consistency. The data analysis system is running within AWIPS in National Weather
Service (NWS) forecast offices; at the eastern and western spacerangesat Cape Canaveral, Florida, and VVandenberg
Air ForceBase(AFB) California, for theU.S. Forest Service (USFS) in support of fire mitigation and firefighting; for
theU.S. Army in support of precision parachute airdrop activities; and for the Taiwan Central Weather Bureau. The
LAPS anaysissystemisfreely distributed and has been downloaded by over 90 users worldwide over the last year.

Mesoscale Model |mplementation — Accomplished using an expanding variety of mature nonhydrostatic modeling
systems, such asthe Regional Atmospheric Modeling System (RAMS) devel oped at Colorado State University, MM5
developed jointly by NCAR and Pennsylvania State University, the hydrostatic version of Etadeveloped at NCEP,
and the Weather Research and Forecast (WRF) model under joint development by FSL, NCAR, and NCEP. These
models have been configured to be initialized by LAPS analyses and with time-dependent boundary conditions
furnished by all operationally available gridded datasets (RUC, Eta, Global Forecast System, the U.S. Navy
Operational Global Atmospheric Prediction System, and the Taiwan NF system). Implementation of theL APSsystem
at someNWSforecast officeshasdemonstrated the portability and effectiveness of running modelslocally. One such
demonstration at the Jacksonville, FloridaWeather Forecast Office, sponsored by NWS, teststhefeasibility of local
modelinginNWSWFOs. FSL continuesto collaboratewiththe Denver-Boulder NWSForecast Officeto demonstrate
the effectivenessof locally run models. LAPS-initialized mesoscale model s have been run both onthelocal AWIPS
application server and on FSL’ s High-Performance Computing System for operational evaluation. Modelshavethe
optionof beinginitialized usingtheL APSdiabaticanalysisthat all owsafull representation of cloudsand vertical motion
intheinitial state. During winter 2002—2003, an ensembl e of mesoscale model s supported the weather forecast input
to aroad maintenance decision support system for the Federal Highway Administration. Thiswasthethird year that
FSL participated in providing ensemble model output. Thistimethe ensembleincluded only theMM5 and WRF, and
used a number of forecasts valid at the same time to popul ate the "time-lagged" ensemble.



Forecast Research Division — Local Analysis and Prediction Branch

Dissemination— Includesdelivery of weather productsand basic fieldsdevel oped from LAPSto usersin operational

forecast officesand stateand local government agencies, including emergency managersand other usersspecializing
in fields such as winter highways operations, fire weather, aviation and space operations, and military operations.

Figure 32 showsthe U.S. Forest Service (USFS) main Website for acquisition of LAPS products by fire managers
intheRocky M ountainand Southwest AreaCoordination Centers. For fireweather support, LAPSanalysisand model

fields can be dynamically located to specific firelocations. Thistext format for 24-hour point forecasts proved to be
popular with USFS personnel during the past 2003 fire season. LAPSfieldsare compatiblewith AWIPSfileformats
and appear in dedicated Webpages for specified customers. Last year LAPS was installed as a key part of the
Precision Airdrop System (PADS) developed at MI T Draper Laboratory and Planning Systemsinc. Datafrom LAPS
feed PADS with internal file sharing on alaptop. PADS provides rea-time wind analyses and short range forecasts
to compute accurate parachuted cargo trajectories for U.S. Army/Air force operations. LAPS can be displayed in
three dimensions using the experimental D3D (Display Three-Dimensional) add-on to AWIPS. Such three-
dimensional displayscan helpforecastersachieveabetter conceptual view of complex meteorol ogical processes. The
LAPBranch, alongwithsomeNW SForecast Offices, continuesto explorethepotential of three-dimensional displays
for operational use, perhaps eventually as a part of AWIPS within the NWS. The D3D software was distributed to
many sites within the NWS Regional Offices aswell as other operational environments.

Umited Lt Dupartommnt ol Agtaitiar - Fawd laryue "; ¥
Rocky Mountaln Research Station [V
Fire Moo

NEOW! BAWS Buview (2008 10 view)
DAL VAT b Sewr el 0B Nelas o Vi we
o P F Y ALSS Prsgrws

Figure 32. Web homepage for the
U.S Forest Service(USFS) Rocky
Mountain Center FCAMMS.
LAPSMMS5 productssupport both
analyzedandforecastfireproducts
for six different domains as
indicated by the selector buttons
on the left. Also on the left is a
selector for smoke trajectories.
This Webpage serves as the
disseminationsourcefor manyfire-

. . related agenciesinthe USFSand
.C"..".l'ﬂ?:'.f'f.'.":'.'a.'l ‘c o o e the Bureau of Land Management.

= » Dotimn 3 Trm 0 M08 b P e Dy S )
A VAt o A tEr Ml e et Ay ey ea s beng b Sy

Cptvatonal Prodedls

Comr e, Carder BASALC
Aty Bahs Pt Mty Noof Pt aens B it gl ) Mty Bt
m—aih hswned mrarerslegn s Boldt b Lo doras 10 W rvnmakes G doend

Wl T el Py et 34 [ARLTE | VW0 ity e G e G




FSL in Review — 2004

Accomplishments

Basic Analysis System Development: Three-Dimensional Analysis Methods — LAPS applies variational methods
atvariousstagesinitsanalysis. Thevariational approachtothel APSmoistureanalysisremainsthe method of choice
to integrate GOES sounder radiances, GOES-derived products, GPS, boundary layer moisture, cloud information,
radiosonde, and profiler data. InLAPSthevariational step was previously used only with GOES sounder radiances.
The variational adjustment now includes GOES radiances, GOES three-layer precipitable water vapor, GPS total
columnwater vapor, and cloudinformationfromthe L APScloud analysisinonevariational formulation. Anongoing
datadenial experiment providesinsight into theimpacts of the various data sourceson theanalysis. In addition, this
assessment tool can be used to gauge the strength and weakness of the different data sources, in order to optimize
their respectiveweightsinthevariational equation. Thestatisticsusedinthisstudy resultfromacomparisonof analysis
output to radiosonde data (taken asreferenced truth). Thisispossible sinceradiosonde dataare not typically usedin
the operational LAPS system dueto their latency (poor timeliness). The goal of the moisture variational application
isto provide a complete product that describes the atmospheric water distribution from vapor to cloud dropletsto
precipitation, bothliquidandfrozen. Thisanalysis, usedtoimprovemodel initialization, utilizesall conventional data,
along with satellite, radar, and GPSdata. Theroutineisbased onthe LAPScloud analysis, but then seeksto quantify
all water substances. Variational methods are then used to impose dynamic balance and continuity on thefirst-stage
analyzed fields to accommodate the “Hot Start” analysis described below.

Under investigation is the relative value of direct radiance data assimilation versus 3-layer GOES derived product
imagery (DPI) data. An important question is whether DPI data, which are more easily assimilated than direct
radiances, would be avaluable alternativein situationswhere CPU cost or timeliness could not afford the more CPU-
intensivedirect radianceassimilation. Early resultsshow that DPI imagery isperforming on par or slightly better than
the LAPSdirect radianceassimilation. Figure 33 showsatest that comparesthe*error” differences(abs] direct—aob]
and abs[ DPI—raob]). Thoughonly theafternoon (0000 UT C) datacomparisonisshown here, themorning comparison
issimilar. The student-t test results in the center plot shows points of lessthan 2.0 x 10%°, indicating that the two
compared populations have different mean values with significance better than 99.95%. The Student-f test plotted
totheright showsthat all valuesarelarger than 0.95, indicating similar variancesof thetwo popul ations(desirablewhen
comparing meanvalues). Intheplottotheleft, thedifferencesarevery small, but slightly better for thederived product
image data, especially in the lower levels of the atmosphere (with their strong significance related to the student-t
statistic). Theregion above 500 hPahasamuch better student-t statistic (smaller yet), but differencesarea so nearly
zero, because moisture is most abundant in the low atmosphere where DPI data show afavorableimpact. It should
benotedthat theresultsof ongoing comparison, beguninlatefall 2003 and spanning aclimatologically dry season, may
change over the moist convective months. Further, for reasons of computational efficiency, the LAPS system
assimilates only 7 of the 18 IR channels, namely those channels whose eigenvalues demonstrate that they are
responsiblefor most of the radiance information in the moisture problem. It should also be noted that these statistics
arecomputed for synoptictimesbut GOES moistureretrieval sappear to perform better at suchtimesthantheasynoptic
times, a subject to be covered later in this report.

LAPS Advanced Quality Control — Quality control of observations is a continuing focus of LAPS analysis
development. A Kalman filtering schemeisused toimprovethe quality and timeliness of surface observations. The
method allowsusersto optimally exploit local model output and past station trendsand buddy trendsto produce check
values for surface stations. In conjunction with a LAPS 30-minute analysis cycle, the Kalman scheme allows the
merging of mesonetworkswith varying cycletimes. Working exclusively in data space, the Kalman filter schemeis
economical for use in the local computing environment and provides a continuously updated and accurate set of
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observations where all stations appear at each cycle. Thisis an appropriate approach for instances when a user
requiresgood product time continuity, but has high variability in observation count from cycleto cycle. TheKaman
schemeiscurrently being configured for usein awavel et-based, mesoscal e surface analysisschemewith a15-minute
cycle on a’5-km grid over the CONUS.

LAPS Diabatic Initialization (Hot Sart) Procedure — The LAP Branch continues to improve the Hot Start
procedurefor diabatic initialization of mesoscale models. TheHot Start initialization schemeisdesigned to develop
initial conditionsfor mesoscalemodel ssuchastheMM5, RAM S, and the Eul erian mass-coordinateversion of theWRF
model. This scheme is unique in that it runs on small PC clusters with Linux operating systems and is ideal for
applications in local weather offices where accurate short-term cloud and precipitation forecasts are needed. It
dependsgreatly on the accuracy of the background modeling system, currently the NCEP versions of the RUC or Eta
models or the Taiwan NF model. The Hot Start scheme uses estimates of vertical motion and cloud water and ice
mixing ratios from the LAPS cloud analysis. A variational analysis that applies both mass continuity and mass-
momentum balancemakessmall adjustmentsto thewind andtemperaturefiel dto accommodateand sustaintheclouds
in the first few time steps of the model integration. The cloud retrieval algorithm includes a broad range of
microphysical species, cloud-type dependent estimates of cloud vertical motion, and saturation of the cloud
environment. The Hot Start procedure has been subject to long-term verification compared to standard models.

The Hot Start method is used as part of the process of initializing the MM5 and/or WRF models over avariety of
domainsincluding thelocal Denver forecast area, where forecasters useit as an operational tool; the U.S. Air Force
Western Range at Vandenberg Air Force Base as part of the Range Standardization and Automation (RSA) imple-
mentation discussed below, and IHOP field postanalysisareasat 12- and 4-km grid resolution. The Hot Start system
has been coupled to the WRF-mass coordinate model for testing in alocal weather service officein conjunction with
the Coastal Storms| nitiative carried out with the NWSand National Ocean Service (seebelow). Itispart of theMM5
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Figure 33. Plots comparing the use of direct radiances to the use of DPI data in LAPS: average dewpoint bias
difference (K) using radiosonde data as "truth" (left), student-t statistical results of the levels displaying
"significance" in the measured difference (center), and student-f statistic showing that populations at all levels
possess similar variance.
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modeling system at the Central Weather Bureau of Taiwan, and the ensemble runs for the Federal Highways Road
M aintenance Demonstration. The Hot Start is utilized to improve the accuracy of short-range precipitation forecasts
inthe 0—12-hour period.

GOES Improved Measurements and Product Assurance Plan (GIMPAP) — The GIMPAP project has been a key
part of the moisture algorithm devel opment for integrating the high spatial structure of GOES imagery and sounder
datainto the LAPS system. GIMPAP includes NESDI S cloud-top pressure and layer-precipitable water products.

The use of data collected during the 2002 International H,O Project (IHOP) has enhanced the devel opment of the
LAPS moisture algorithm. Thisis an unprecedented dataset for studying comparisons of GOES-derived moisture
product data with GPS data, which show that GPS data are at least as representative as radiosonde data— the “gold
standard”— for vapor validation. Hourly comparisons were made between the GOES-8 3x3 pixel-averaged IHOP
data, produced by the Cooperative Institute for Mesoscale Satellite Studies (CIMSS) and GPS data. This research
revealed someinteresting results, primarily that asynoptic comparisonisnot representativeof errorsat asynoptictimes,
infact, errors grow to considerable levels after 1200 UTC. Figure 34 shows bias, standard deviation, and RMSD at
hourly values for total moisture (precipitable water, cm). A similar comparison between GPS and GOES surface
pressureis shown on theright side of thefigure. In the case of GPS, pressureis ahighly accurate measurement. In
the case of GOES, the surfacepressureisused for thelower boundary intheintegration of the derived GOES moisture
profilefrom which total precipitablewater iscomputed. Initially the possibleinfluence of biasesin surface pressure
wasinvestigated to help explain the unexpected moist bias observed in the GOES product. The original assumption
wasthat apossible*high” pressurebiasinthe GOESdatamight havecontributed tothismoist bias. Thisisnow deemed
unlikely for two reasons: first, as shown in Figure 34, the pressure biasislow and averagesto avalue very closeto
0; second, themagnitude of the pressurebiasisabout an order of magnitudetoolow to explaintheobserved moist error.
FSL iscollaborating with CIM SS to better understand the observations derived from this IHOP test.
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Figure 34. Plots showing computed bias (black), standard deviation (red), and RMSD (blue) for both moisture
(total precipitable water, cm) left, and surface pressure (hPa) right. Note that portions of the red sigma line
in the right hand plot are obscured by the blue RMSD line in small bias situations.
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Joint Center for Satellite Data Assimilation (JCSDA) — NCEP' s OPTRAN forward radiance model, now referred
to asthe Community Radiative Transfer Model (CRTM), was produced for Linux platforms. However, in order for
the CRTM to be useful to modelsinitialized by the LAPS system, interfacesto other platforms, including IBM AlIX
to render LAPS and model output as satellite radiance or brightness temperature had to work. To illustrate this
capability, Figure 35 showstwo brightnesstemperatureimages: comparing thesynthetic 11-micronlongwave sounder
channel 8to observed GOES 12imager channel 4 (11-micron). Bothimagesarevalidfor thesametime; thesynthetic
image was computed from a 10-km MM5 model 1-hour forecast. Cloud structurein the synthetic image appearsin
thebright areas. Sincebothimagesshow identical grayscal es, brightnessval uescan bedirectly compared. Themodel
missed thelow-level cloudsin lowaand northern Illinois, but the general featuresareintheright placeincluding the
cool streak incentral lowa. Also, thesatelliteimage showswarmer brightnesstemperatureslackinginthemodel over
the central Great Plains. Satellite- and model-generated radiance fields can be used in tandem to validate model
performance. Under JCSDA support, work will continueintheexploration of themesoscal enature of thebackground
and observed error covariances for moisture analysis.

Figure 35. a, right). GOES-12 channel 4 (11-
micron) longwave window IR brightness tempera-
ture image observed at 2200 UTC 18 March 2004.

35. b, left) Synthetic GOES sounder channel 8 (11
micron) longwave IR brightness temperature im-
age generated using MM5 1-hour forecast atmo-
spheric profiles as input to the OPTRAN forward
model, valid at the same time as in Figure 35a.
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Applications of LAPS

LAPSin AWIPS—The L APS package haslong been anintegral element of the WFO-A dvanced workstation, running
asanapplicationwithin AWIPSto produceavariety of gridded fieldsthat may be combinedwith satelliteimagery and
radar on state- and local-scale displays. The LAPS in AWIPS operates off the LDAD system that acquires data
outside the AWIPS network. Work continuesin support of new AWIPS builds and updates the software as needed.

MM5/WRF on AWIPS— The WFO-Advanced workstation in Boulder receives 10-km resolution MM 5 model output
fromfour-timesdaily LAPS-initiated model runs. Likewise, the WRF model isbeingrunat theJacksonvilleWFO under
sponsorshipof theCoastal Stormsi nitiative (seebelow). Bothimplementationspermit thedisplay of mesoscalemodel
output in afully integrated fashion, along with radar, satellite, and surface data. Forecasterscan check the quality of
amodel run by directly comparing model output with observations.

U.S Army Precision Air Drop Project — Two years ago the Local Analysisand Prediction Branch became involved
with a U.S. Army-sponsored development to improve the accuracy of mid- and high-level parachute delivery of
logistical material tomilitary units(Precision Air Drop Systems, PADS). Because of the complexity of wind profiles
and air being channeled by terrain, computed air drop rel ease points (CARP) were ofteninaccurate, resultingin cargo
being substantially off target. In conjunction with Planning SystemsInc., of Reston, Virginia, FSL ported the LAPS
analysisonto alaptop taken on drop missions. The concept of operationsisfor the aircraft to make aclose proximity
pass over the drop zone, release a dropsonde, and circle back while the software processes and assimilates the
dropsonde with model background fields, thus creating a high-resolution profile that accommodates time and space
displacements from the dropsonde position and timeto cargo impact point and drop time, while accounting for flow
channeling over rugged terrain.

TheLAPSprocedurein PADSisafour-step process: 1) perform ananalysisat dropsonderel ease; 2) movetheanaysis
forwardintimetotheproposed droptimeutitilizingmodel trendsat each grid point; 3) runthewind channelingalgorithm
on these forecast winds for the drop zone, and 4) extract a profile. The laptop computes an updated CARP within
minutes, reducing the time exposure to potential hostile fire for the aircraft. The PADS system paired with LAPS
showed big improvements over the past year: the system reduced a mean drop error from 838 m to 321 m by the
summer performancetests. Asan example, Figure 36 showsresultsof 191ow-level dropsperformedinlate 2002 and
2003. PADSunderwent rigoroustesting with very high marksin Operational User Evaluation (OUE) last August and
September. Table 1 showsthe performance of the system during the dropsin 2003. Trajectory error or error related
to thewind profile and parachute dynamics accounts for most of the error. The Army unit requirement and goal for
the project isto bring cargo to within 400 m of the desired impact point. For high-level drops (greater than 2,000 ft),
potential error is much higher, but even for these drops, error was reduced to 377 m. A demonstration drop for
dignitaries during the OUE were within 50 m of the aiming point. The importance of the dropsonde and LAPS
assimilation isfurther supported by the fact that CARPS computed with model-only profiles have errorswell above
1000 m. Successduring the demonstration has prompted big interest among allied military planners.

Participation in IHOP — The LAP Branch continued to be involved in research studies using IHOP data since the
end of the field phase of IHOP. A major focus has been rerunning analyses and forecasts to ensure that all data,
experimental and operational, wereincluded. Thisentailed significant code and script modication to handlethe data
inarchived form. Setting up theinfrastucture for archive model runs was another significant effort, since this need
had not existed for past research activities. Inadditiontothereruns, anumber of important daysweresel ected to study
ingreater detail theevolution of low-level jets, moisturetransport, and organized and singlecell convection. Particular
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attention wasdirected at these casesto ensure accuracy of planned budget calculations. L APB researchersinteracted
frequently with IHOP collaborators from lowa State University during their summer 2003 visit to FSL.
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Table 1. Summary of all Test Drops During 2003

*Average
Error Component Error (m)
CompleteSystem 321
Green Light Postion 134
Payload Release 104
Payload Trajectory 264

Scalar % of
Total Error
100
42
32
82

Error Standard
Deviation (m)
223
85
120
208

Legend: The top row in Table 1 summarizes the complete system error. Three major components of error
are shown on the far left column. Green light error is related to errors in navigating to the CARP;
payload release error is related to the tilt of the aircraft and mechanics of cargo roll out. The aircraft
is traveling about 150 m s?, so a 1-second delay can be significant. Trajectory error is related to errors
in the wind profile, density, and parachute performance. Complete system error is less than the sum
of the contributing errors related to cancellation. The percent of error shows each component's
significance relative to the total mean error. For example, trajectory error can be as much as 82% of
the total error for an average drop. The standard deviation is useful for estimating the probabilistic
ellipses shown in Figure 36. This table combines high-level (>25,000 ft) and low-level (10,000-15,000
ft) drops. The mean low level drop error was 260 m, with the high-level drop error at 377 m.
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Figure 36. Sample error analysis for
19 quite successful low-level drops
during late 2002 and early 2003.
The intersection of x and y axis ("0"
lines) is the desired impact point; the
blue “x's” are the actual impact
points. Scale at bottom and left arein
meters. The red circle is the mean of
the 19 drops. The ellipses show the
95t 90", and 50" percentile of
possible error from outward to
inward.




FSL in Review — 2004

The Range Standardization and Automation (RSA) Project — Several years ago, the Air Force initiated the Range
Standardization and Automation (RSA) programto moderni zeand standardizethecommand and control infrastructure
of the two U.S. Space Launch facilities (ranges), located at VVandenberg Air Force Base, California, and Cape
Canavera Air Station, Florida. During thispast year, in cooperation with Lockheed Martin Mission Systems, Phase
| of anintegrated local data assimilation and forecasting system wasinstalled at both ranges. The RSA system runs
on Linux "Beowulf" clustersfrom IBM at each range and atest cluster at FSL for use in system development. The
clusters consist of 8 dual-processor Pentium |11 nodes and 1 dual-processor front-end node, totaling 18 processors.
A Myrinet interconnect is used for high-speed message passing between nodes.

Thefinal version of the RSA Data Assimilation and Forecast Systemisbased on LAPS coupled withthe NCAR fifth-
generation Mesoscale Model (MM5). The system produces hourly LAPS analyses and a new MM5 forecast run
every 6 hourson atriple-nested domain with 10-km, 3.3-km, and 1.1 km-grid spacing, respectively. Theseanayses
make use of the AWIPS Local Data Acquisition and Dissemination (LDAD) interface to incorporate data sources
uniquetothelaunchfacilities, in addition totheradar, satellite, and other datasets avail ableviathe AWIPS datafeed.
Every 6 hours, theseanalysesare used to perform adiabaticinitialization of an MM 5 forecast run. Theforecast model
outputs hourly forecast fields out to 24, 12, and 9 hoursfor the 10-km, 3.3-km, and 1.1-km grids, respectively, using
2-way nested feedback. The entire system isintegrated with the Linux version of AWIPS installed at the Air Force
ranges. Figure 37 (a,b) shows an example of aforecast radar reflectivity pattern associated with dual sea breezes
at 12 hourson theinterior (1-km mesh). The accompanying graphic shows the radar at Melbourne, Florida, for the
sametime. Though qualitative successisfrequently demonstrated, the RSA systemisincritical need of aquantitative
verification system, which isbeing devel oped under maintenance support.

The RSA project established anumber of firstsincluding thefirst operational installation of alocal modeling system
completely integrated with AWIPSinaWFO-likeenvironment, thefirst operational install ation of theLAPSdiabatic
initialization-Hot Start method, and the first operational use of a Linux-based AWIPS system. Ongoing RSA
mai ntenancework will beai med at ingesting and opti mi zing theuse of new |ocal meteorol ogical datasets, incorporating
new capabilitiessuch asonlineverification of theforecast grids, enhancing utilization of the satellite datato improve
cloud analyses, andimproving the LAPSdiababicinitialization method.

High Performance Computing — The FSL High-Performance Computing System (HPCS) has been a critical
resourcefor all of thenumerical modeling activity inthebranch, including the unique mesoscal emodel ensembleused
for the Federal Highways Project described below. This experience continues to provide important feedback to the
system devel opers and computer specialists regarding configuration issues and future upgrade plans.

Collaborative Modeling Projects

Ensemble Modeling of Winter Road Conditions — Branch scientists participated in the fifth and final year of the
M aintenance Decision Support System (MDSS), initiated by theFederal Highway Administration (FHWA) toprovide
optimized weather forecasts and decision support for snowplow operations. Data are taken from an ensemble of
mesoscal e forecast models (MM 5 and WRF) generated by FSL and integrated into NCAR’ s Road Weather Forecast
System, which uses statistical methods to refine forecasts at many points along roadways in the system domain.

These point forecasts are used in pavement condition modules (developed by the Cold Regions Research and

Engineering L aboratory of Hanover, New Hampshire) and encoded rules of practice (produced by the M assachusetts
Institute of Technology/Lincoln Laboratory) to recommend trestments for road surfaces during snowstorms. For
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example, the Graphical User Interface might suggest plowing a certain stretch of pavement three times during the
period from noon to sunrise, and spread 150 pounds of salt per lane-mile to keep the surface melted.

The configuration of the FSL ensemble has changed each of the three years that the MDSS project has conducted
field projects. The 2003 demonstration, again centered on lowa, used apair of 15-hour forecastsinitialized each hour
asthe basisfor weather prediction. The NCAR software used alagged ensemble approach, in which atuned forecast
validin, say, four hours, used the most recent 4-hour forecast, the previous 5-hour forecast, and the 6-hour forecast
fromthe model run beforethat (i.e., all model runsarevalid at the ssmetime). Combined appropriately, the resultant
forecasts are better than any of the individual model runsin the ensemble (Figure 38).

s B AERESS MDEVEDEE s Y )

Figure 37. a, left) RSA MM5 9-hour forecast
VT 1800 UTC 9 February 2004. Figure shows
run total precipitation (solid colors) and 1-
hour accumulation (1700-1800 UTC) in con-
tours. Two bands are evident, one 20 km
inland and a second right on the Florida
Coast.

+\Daytona Beach

Figure 37. b, right) Melbourne, Florida, radar
reflectivity for 1800 UTC 9 February 2004.
Reflectivity field is a bit noisy. The radar indicates
stronger echoes in pink/red. Note the line of
convection onshore and another on the coast.
Cyan box indicates 1-km gridded forecast domain
to compare with the domain in Figure 39a. Model
did well in handling double sea breeze boundaries
on this day.
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A key aspect of the FSL model runsisthe use of the LAPS “Hot Start” diabatic initialization discussed previously.
Sincetheensemblecannot aff ord towaste computer cyclesspinning up precipitation, theHot Start procedureisutilized
to provide precipitation forecasts in the 0—3-hour time period. The Hot Start provides forecast models an accurate,
well-balanced representation of clouds and precipitation processes at startup time by taking advantage of radar and
satellite data. The cloud-bearing analysis is dynamically balanced, using variational methods to generate LAPS
analyses of the atmospheric state, suitable for initialization of the ensemble members. Other initialization methods
require 2-3 hoursfor “spinup” time to generate realistic cloud and precipitation forecasts.

Developments for the Weather Research and Forecast Model — The LAP branch is involved in three key areas
of the WRF modeling system. First, the Standard I nitialization software createsmodel start-up gridsfrom the NCEP
national AVN, RUC, or Etamodels. Recently, nested grids have been established as an option of the SI. Second,
the Sl also handles the land-surface module (LSM) of WRF required “static” fields (such as vegetation greenness,
albedo, land use, terrain height, andlandfraction) by assembling and reformatting thefiel ds, and making themavailable
with efficient interface software. Thethird areaisdevel oping agraphical user interface (GUI) for thelocalization of
the WRF to be used by the WRF community. The upgraded versions of the GUI were released to the WRF user
community inthespringandfall of 2003. These software components —devel oped by the LAP Branch and sponsored
jointly by the Air Force Weather Agency, FHWA, and FAA — are released routinely to the WRF user community.

NOAA Coastal Storms Initiative — Under the auspices of a nationwide effort led by NOAA, the Coastal Storms
Initiative (CSl), alocally run version of the new WRF mesoscal e numerical weather prediction (NWP) model, was
installed at the Jacksonville (JAX), Florida, National Weather Service Weather Forecast Office (WFO). CSl isa

Figure 38. Four forecasts all valid at the same time. The top two panels are 15-hour forecasts (MM5 and WRF)
initialized at 1200 UTC; the bottom two are 14-hour forecasts initialized at 1300 UTC. These forecasts can
be statistically combined to create a single forecast more skillful than any of these four.
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collaborative effort with various local, state, and federal organizations to lessen the impacts of storms on coastal
communities. Theeffort toinstall WRF at Jacksonville is but one component of theinitiative, designed to improve
accuracy and detail of forecasts of coastal winds, precipitation, and visibility. Thislocal modeling effort represents
collaboration between the NWS Office of Science and Technology, the Jacksonville WFO, NOAA/FSL, and the
Florida State University (FSU) Department of Meteorology.

The LAPB contribution included assisting the NWS in selecting an appropriate computing system, integrating the
LAPSdiabaticinitializationtechniquewiththeWRF model , integrating theLAPS-WRF system onthe NWScomputer;
integrating the modeling system with AWIPS, and scripting to manage data flow to/from AWIPSaswell asFSL and
FSU. Additionaly, thestaff collaborated with colleaguesinthe Aviation Division, Forecast Verification Branch, who
performed obj ective point-based verification of surfacetemperature, relative humidity, wind speed, and precipitation
using the Real-Time Verification System (RTVS).

For this project, three pertinent questions were addressed that relate to local modeling within the NWS WFO
environment: 1) Can public forecast services provided by a WFO be enhanced through the use of alocally run
mesoscale modeling system? 2) Does the use of a data assimilation component improve local model forecasts
comparedtosimply initializingaloca model directly fromthe NCEP national forecast models? 3) Canthenew WRF
model serveasthelocal model component inthe WFO environment in asimilar manner to theworkstation Etasystem
in other WFOs?

TheWRF CSl systemrunsonaLinux cluster consisting of ninedual-Athlon processor nodes. The Jacksonville WFO
isableto run four 24-hour forecasts per day with this computer system. Two of these forecasts are both initialized
at 0600 UTC, onewith LAPSandthe other with only themodel first guess (6-hour forecast fromthe 0000 UTC NCEP
Eta). The LAPS-initialized version is run first and used for operations. The Eta-initialized forecast is used as a
comparison run to ascertain the value of local data assimilation with LAPS, which incorporates additional datafrom
surfacemesonetworks, METARSs, maritimeobservations, regional narrowband WSR-88D, and GOESimagery. Both
of theserunsareverified using RTV Sand compared tothe 0600 UTC NCEP Eta. Thus, the 0600 UTC cycleprovides
the foundation of model simulationsto addressthe questions posed earlier. Theremainingtwo runsareinitialized at
1500 and 2100 UTC using the LAPS initialization. Theserunsare done solely for the benefit of the forecaster, and
theinitialization timesare optimized for the Jacksonville daily product cycle.

The dynamic core used for the CSI system isthethird-order Runge-K utta solver formulated by NCAR scientistsfor
the mass-based vertical coordinate. The model initial and lateral boundary conditions are provided via the WRF
Standard Initialization (WRFSI) package, discussed above. The WRFSI isconfigured to read analysisgridsfromthe
LAPSor other grid sourcesfor theinitial and lateral boundary conditions. At Jacksonville, the NCEP 12-km Etatiles
areused for lateral boundary conditionsfor all forecast cycles, regardless of theinitialization. The horizontal model
domain shownin Figure 39 utilizesagrid spacing of 5 km, whichwas chosen to match theresol ution of thegrids used
to populate the National Digital Forecast Database (NDFD) viathe NWS Interactive Forecast Preparation System
(IFPS).

The most important measure of success when testing anew application in aWFO environment iswhether or not the
forecasters find the application useful. Making the WRF grid available on AWIPS provided the incentive for the
forecasterstolook at the model forecasts, and over time more and more of the forecasters have become comfortable
withtheWRFmodel and havebeguntorely onitinvarioussituations. Inparticular, early intheexperiment, forecasters
discovered that WRF forecasts of visibility reductions due to fog were very accurate. Surface winds are another
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important forecast parameter within the Jacksonville WFO area of responsibility. The CSI project specificaly calls
for improved forecasts of wind speed and direction for input into anew estuarine flow model being devel oped under
CSl. Quantitative verification of the WRF wind speed forecasts using the RTV S shows that the WRF forecasts
significantly outperformed the NCEP Etaforecastsat al hoursof the 24-hour forecast period. Root mean squareerror
(RM SE) and bias of the surface wind forecasts for the 0600 UTC run of Eta, WRF-LAPS, and WRF-Eta are shown
in Figure 40.

The southeast U.S. and adjacent coastal areas are dominated by convective activity during much of the year.
Quantitative precipitation forecasts (QPF) using numerical methods are traditionally poor for these types of events
because of lack of model resolution and the inherent chaotic nature of air mass thunderstorm development and
evolution. The LAPSdiabatic initialization attemptsto improve explicit short-range QPFs by initializing the NWP
model swith activecloudsand precipitation. Thisexperiment providesfurther evidencethat finer scalemodel scoupled
with advanced initialization techniques using satellite and radar information can provide improvements. Figure 41
depictsthe ESS and frequency bias scoresfor the 0—6 hour QPF for variousthresholds of precipitation from the 0600
UTC run of the NCEP Eta, the WRF-Eta, and the WRF-LAPS. The WRF-LAPS demonstrates better ESS and a
more consistent biasacrossall threshol ds of precipitation than either the NCEP Eta or the WRF-Etarun. Thisfigure
also showsthe benefit of adding local datato theinitialization using the L APS diabatic method, since the WRF-Eta
forecastshad alow biasfor al thresholds, indi cative of thetypical model “ spinup” problemfor precipitation processes.
The Eta suffers much less from the spinup problem, likely dueto its advanced 3DV AR data assimilation cycle, but
isstill outperformed in the 0-6 hour forecast period by WRF-LAPS.

The WRF forecasts did not perform as well as the Eta model and other national guidance for surface temperature.
Both the WRF-LAPS and WRF-Eta runs exhibit a negative temperature bias (too cool) during the afternoon hours
(at peak heating) and a positive temperature bias (too warm) at night. This project has made progressin answering
the questions posed earlier. The quantitative statisticsand anecdotal evidence show that local modelscan and do add
valueinthelocal forecast process, particularly in the area of QPF and wind forecasts. For short-term forecasts (0—
6hours), initialization of thesemodel susingadditional |ocal dataappearsto provideeven morevalue. Forlongerterm
forecasts, lateral boundary conditionstend to dominate the source of forecast error for such small domainsasthe CSI
area, butinsome cases(such aswind speed), theadditional resol ution of themodel appearsto still provide advantages.

Figure 39. The LAPSWRF 5-km CHY (Coastal Storms
Initiative) domain. Image shows the land-use category as
prepared by the WRF standard initialization system.
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U.S Forest Service Fire Consortia for Advanced Modeling of Meteorology and Smoke (FCAMMS) — During
2003, the LAP Branch sustained a project in support of an FCAMMS for the Rocky Mountain Research Station in
Ft. Collins, Colorado. Thegoal of thisproject wasto devel op an analysis and modeling capability that encompassed
needed fire-specific (both planning and incident) support products. The MM5 model was used to devel op 12-km and
4-km nestsfor large sections of Arizonaand New Mexico (the Southwest Area Coordination Center) and Colorado
and Wyoming (the Rocky Mountain Area Coordination Center). These modelsand analyseswererun over the 2003
fire season, and products were disseminated via http://mwww.fs.fed.us.rmc/. The fire manager/user had the option
of initiating specificpoint forecastsfor new firelocationsby simply enteringthel atitudeand longitude. Duringthenext
model cycle (4 times per day), atext product was generated with weather for the next 24 hours. New products were
addedtothesuiteof productsincluding high-resolution gridded wind analysesand forecastson 600-mand 90-mgrids
for Colorado and Arizonain areas of high concern. During 2003 the modeling software was ported to servers at the
Rocky Mountain Center for eventual forecast product production and dissemination from that site. New members of
the consortium are being sought among state and federal agencies with aneed for high-resol ution weather support.

International Collaborations—LAPB scientists continue an active collaboration with the Central Weather Bureau
(CWB) of Taiwan. The branch hosts long-term visitors from Taiwan, forming working relationships that are very
beneficial in improving the real-time data preprocessing for LAPS, the analyses, and the modeling components.
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Software hasbeen enhancedfor ingest of alargevariety of surfaceand upper-air data, including rawinsonde, mesonet,
clouddriftwind, METAR, ACARS, synoptic observations, and necessary adaptationsto changing satellitedata. One
major accomplishment was configuring the CWB satellite ingest to accept GOES-9 data (the satellite was shifted
westward to provide coverage during the gap in coverage by the Japanese M eteorological Agency). LAPS now runs
with dataingest fromaCWB model background, hundreds of mesonet surface stations, and four radars covering each
of the four U.S. Coasts.

Work this year for the CWB involved creating aradar reflectivity mosiac product to integrate all radars within the
Taiwan LAPS grid (Figure 42). Work on precipitation is ongoing. With the help of a CWB visitor, the cloud
specification schemewasimproved by ensuring deep convective updrafts extended through the depth of thecloudin
guestion, and radar reflectivity was better used for positioning these updrafts. Recent work with CWB collaborators
improved the specification of vertical motionsin deep convection. Figure43 showsimportant suggested modifications
to the specification of deep convective clouds based on aseries of model runsfor heavy rain cases over Taiwan, with

Figure 42. (right) Radar reflectivity mosiac within
the Taiwan (Central Weather Bureau) LAPS grid.
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the goal being to generate heavy precipitation forecasts in the correct location. Another visitor helped improve the
radar processingin LAPS and isworking on the preci pitation estimation schemewith the LAPS staff. Collaboration
continues on the CWB MM5 modeling effort. Branch staff visited with Central Weather Bureau forecasters and
researchersin Taipei for consultation. A Webpage for training continues to be updated and supported.

Additional collaborativeeffort withthe K orean Meteorol ogical Agency (KMA) and Hong Kong Observatory (HKO)
has conti nued with minimum support. Bothagencieshavesent personnel for trainingin L APShigh-resolutionmodeling
and analysiscapability. KMA hasal ready devel oped aprototypeL APS/MM5 system, whichisbeingtested, and HKO
isworking on aLAPS development for high resolution wind analysis.

Projections

During 2004, the Local Analysisand Prediction Branch plansto:

« Continue to support LAPSin AWIPS, interacting with the AWIPS contractor, Litton PRC Inc., and the NWS
to achievethisgoal.

* Support the U.S. Army Precision Air Drop System (PADS) by improving and expanding sources of data, ingest
and use of climatology, improved estimates of model error and variance, and implementing a time-sequential
assimilationscheme.

« Continue the cooperative effort with L ockheed-Martin in devel oping the RSA weather support systemsfor the
Space Flight Centers at Cape Kennedy and Vandenberg Air Force Base. Implement a verification system and
begin to compile performance statistics to drive future requirements and upgrades.

» Completetheeval uation of the FSL special model runsfrom HOPwiththegoal of improving operational model
prediction of convectioninitiation, evolution, and quantitative precipitation forecasts. Determine how forecast
mesoscal e convectivesystemscomparewiththetypeobserved, including ananalysisof therelativecontributions
of forecast displacement, intensity, and shape errorsto the total error. Publish the results.

» Demonstrate LAPS capabilities on the new high-performance multiprocessor. Continue investigating and
improving the Hot Start techniques.

« Continuedevel opment of the multimodel ensembl e methodol ogy, and determinethe optimum configuration for
best forecasts and user-friendly products. Improve the postprocessing to develop optimum ways to provide
consensus forecasts and statistically based products. Seek new applications and projects requiring amesoscale
model ensembl e approach.

* Support the WRF Standard I nitialization and graphi cal user interfaceand distributethemodel tothecommunity.
Complete acquisition of land surfacefieldsfor ingest into theland-surface model subsystem. Implement nesting.
Install a Javawrapper on the GUI (in Perl) for Web transition in support of the WRF Developmental Testbed
Center (DTC).

« SupporttheU.S. Forest Service FCAMM Sproject by improvingthe local model runsand analyses, andimproving
dissemination viathe Web. Continueto transfer capabilitiesand datato the FCAMM S computational center, and
enlarge the customer base for their products.

« Sustain the CSl project to serve asadatapoint in an NWS study on distributed local modeling the LAPS/WRF
modeling systemfortheCSl project. Support product cyclesand grid outputsfor independent verification. Support
NWS/OST in presenting results to the NWS Corporate Board.

 Support the Federal Highways Road Weather Program. Obtain support for a winter road maintenance
demonstration in Colorado during winter of 2004—2005. Use ensembl e to research optimum compositeforecasts
and probabilities.
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Special Projects Office

Steven E. Koch, Acting Chief
303-497-5487

Objectives

The Special Projects Office (SPO) performs diagnostic studies of weather-related phenomena, including mesoscale
convective systems, gravity waves, and clear-air turbulence. A springboard of these studies is the development of
diagnostictool sthat are applicableto routine observations, datafrom experimental networksor model grid-point data,
andthat utilizestati stical methods, fundamental dynamical rel ationships, and derived parametersrel atingtounobserved
variables. These studies often result in products of value to forecasters and are transferred to the National Weather
Service (NWS). Research quality datasets of operational sounding and precipitation dataand of commercial aircraft
atmospheric dataare assembl ed to support FSL modeling and diagnostic activities, and are shared with other NOAA
laboratories and NWS research groups. The SPO also conducts field tests and computer simulations to study the
impact of balloon-based, insitu observing systemson atmaospheric and oceanic monitoringfor environmental prediction
and climate observations.

Accomplishments

ForecastingClear -Air Turbulence

Field Sudies — A combined observational and numerical investigation into the underlying causes of turbulence
observed during the SCATCAT-2001 (Severe Clear-Air Turbulence Coalliding with Aircraft Traffic) experiment has
been completed over the past year. This experiment was funded in part by the FAA Aviation Weather Research
Program. FSL scientists collaborated with colleagues at the Aeronomy Laboratory and NCAR in flying the NOAA
Gulfstream-1V over the Pacific Ocean at various altitudesin search of turbulence. Inflight dropsonde observations
showed moderate or great turbulence. These data were used to test the performance of the Rapid Update Cycle
(RUC) model predictorsof turbulence (particularly DTF3 and DTF5) and to better understand turbulence generation
mechanisms. The G-IV wasequipped withdropsondesandinsitu high-frequency (25 Hz) measurementsof variations
in ozoneand conventional meteorological data. Theanalysisof datafromthe 17-18 February 2001 SCATCAT event
showed that coherent bands of high diagnosed turbulence flux (DTF) corresponded well to the observed in-flight
turbulence regions just above and below the level of the upper-level jet core (see FSL in Review 2003).

Figure44 showshow the Richardson Number, indicating spatial variationssimilartotheDTFaswell astheturbulence
itself, occurredinthinlayersof strong vertical wind shear (all but thelowest layer occurred with shear associated with
the upper-level jet located at 300 mb). Theinfluence of the special dropsonde dataon the RUC analysisiscompared
tothemoreconventional RUC analysisthat did not benefit fromthesedata, andtoananalysisof just theraw dropsonde
data in the absence of a RUC background. This comparison reveals that the dropsonde data have a pronounced
influence on the ability of RUC to properly account for these regions showing avery low Richardson Number, and
that even the process of assimilating these data (only availablein asmall part of the model domain) into the model,
deteriorates the true character of such regions conducive to generating turbulence.

General trendsin 0zone measurementsat 1-Hz sampling (230 m spatial resol ution given theaircraft speed) compared
favorably with the much coarser potential vorticity (PV) fields from the 20-km resolution RUC model data at the
33,000 ft flight level (Figure 45). Since ozone and PV should be strongly correlated, this finding was anticipated;
however, the correlation broke down at 41,000 ft, suggesting the presence of "fossi| turbulence” or remnantsof earlier
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stratosphere-troposphere exchange. The ozone data revealed that the regions of active air mass exchange between
the stratosphere and the troposphere varied with atitude acrossa"tropopausefold" seeninthe RUC model forecasts.

The dropsonde data indicated the presence of vertically propagating gravity wavesin the lower stratosphere above
the jet core in the same region where moderate-or-greater turbulence was measured by the G-1V accelerometer.
Similar gravity waves(thoughlonger wavel engths) werepresent inthe RUC simul ationsof thisevent. Theturbulence
encountersand the higher valuesof DTF both occurred inthevicinity of the strongest gravity waveswithin the upper-
level front on the cyclonic shear sideof thejet. Our investigation of the SCATCAT dataal so has used spectral, cross-
spectral, and wavel et analysisto better understand the interactions between smaller-scale gravity waves (horizontal
wavelengths of 6-20 km) and the turbulent episodes.

Yalght {f)

Presiure (P3}

£ 4. . s 4 24 4
sotoa  €oo00 TOSP0 BoSOD  nos 1000 12000C 120000 1300
Fi=e (“JTC:

Figure 44. Analysis of the Bulk Richardson Number (red shading indicates Ri < 0.25, green is Ri < 1.0) at
0000 UTC 18 February 2001 in a vertical cross section taken perpendicular to the upper-level jet core: (a)
RUC analysis not using dropsonde data, (b) RUC analysis using dropsonde data, and (c) analysis of the raw
dropsonde data. The horizontal and vertical domains covered by all three analyses are identical (666 km and
800 mb).
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Diagnostic Algorithm Development — Studiesat FSL of pilot reports of moderate-or-greater turbulence have shown
that PIREPsoftentendtofall inthemarginareasof turbulence predicted by the Graphical Turbulence Guidance(GTG)
product run operationally at the Aviation Weather Center. The GTG isafuzzy logic technique applied to morethan
a dozen turbulence diagnostic algorithms computed using the RUC model forecast fields. Although aircraft are
naturally directed to steer away from areaswhere pilotshave earlier reported turbulence, there may be more physical
explanationsfor thissuboptimal performanceof theGTG. Researchat FSL hasdiscovered that theleading component
algorithms within the GTG predict patterns are quite similar to one another, suggesting that relatively little
systematically new information is being added from all these algorithms. 1n an attempt to improvethe GTG, anew
turbulence prediction methodology is being investigated and developed based upon the concept of gravity wave
generation of turbulence within regionsof highly “unbalanced” flow, defined by diagnosed regions of large residual
in the computed nonlinear balanced equation applied to RUC model fields.

In the devel opment of our Unbalanced Flow (UBF) algorithm, we discovered that massfields output from the RUC
model are smoothed before making them available at NCEP, yet wind fields from these same model s were handled
differently. Smoothing eliminatesirrelevant, noisy detailsfrommodel output and givesthem amore pleasing appear-
ance; however, unegqual smoothing of the mass and wind fields can produce artificial mass-momentum imbal ances.
For these reasons, computational methods were devel oped using the dry version of the Montgomery streamfunction
onunsmoothed RUC20 model output fieldsonitsownnative* Hybrid-B” (sigma-isentropic) coordinatesurfaces. The
results of applying thisalgorithm to several months of cases show that in devel oping synoptic-scale cyclonic storm
systems, PIREPs tend to cluster near the axis of the upper-level jet streak directly downstream from the diagnosed
areas of largest imbalance. Such regions are often missed by the GTG. Unfortunately, the UBF algorithm ishighly
scale- dependent, such that imbal ancesresulting from deep moi st convection are usually about an order of magnitude
greater than those rel ated to mountai n-generated gravity waves, which themselvesare roughly an order of magnitude
greater than thoseimbal ances associated with synoptic-scal ejetsand storm systems. Thismakesit difficult to detect
the larger-scale imbal ances when stronger mesoscale signals are present.

Our resultsshow that the behavior of the UBF algorithm appearsto be complementary to algorithms contained within
the GTG (all of which essentially are rooted in measures of vertical wind shear). That is, the UBF predictor field is
adding moreindependent information about the turbulence generation process. Thus, unbalanced flow should not be
incorporated into the Graphical Turbulence Guidanceinthe sameway asthe other component algorithms, but should
bebrought inthrough somekind of union of current algorithmsand theunbalanced flow field. Ongoing statistical case
studies suggest that the UBF algorithm has potential for adding predictive valueto ITFA, but it will require special
handling because its utility is restricted to a subset of weather situations, primarily mountain wave activity and a
relatively small number of highly unbalanced situations attending cyclogenesis. FSL and NCAR will continue this
statistical examination.

Mesoscale Diagnostic Studies

Analysis and Modeling of a Bore Event in IHOP — The primary goal of the 2002 International H,O Project (IHOP)
field experiment in the U.S. southern Great Plains was to obtain an improved characterization of the time-

varying three-dimensional water vapor field and determine its importance in the understanding and prediction of
convective processes. Two objectives of an FSL study wereto understand therole that bores played ininitiating and
mai ntai ning nocturnal convection. Ground-based remote sensing (and other) instrumentsat the Homestead sitein the
Oklahoma Panhandle were complemented by WSR-88D radars, research aircraft equipped with water vapor
differential absorption lidar, and a surface mesonet. The data gathered during IHOP may constitute the most com-
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prehensive set of observations ever collected on the structure and dynamics of bores. An internal boreis a gravity
wave that propagates on an interface between two fluids of different density. In the atmosphere, a bore typically
develops when a gravity current enters a stably stratified boundary layer capped by a temperature inversion. This
usually happens when athunderstorm outflow, seabreeze, katabatic flow, or acold front generates a perturbationin
an interaction with anocturnal or maritimeinversion. The perturbation may become a solitary wave or awavetrain
traveling ahead of or behind theinitial disturbance.

Different mechanisms of the origin and propagation of bores were suggested in our research, for example, wave
trapping and reflection predicted by the linear theory due to the decrease of the Scorer parameter or nonlinear wave
dispersion. The question of bore generation isaddressed and the physicsinthe boundary layer isexamined. Thisisthe
first attempt to reproduce and examine abore using amesoscal e model with acomprehensive parameterization of the
boundary layer and microphysicsthat isinitialized with athree-dimensional analysis of the atmosphere.

Intheearly hoursof 4 June 2002, aslowly moving cold front was positioned acrossthe Oklahoma Panhandle. Behind
thefront, aseriesof rain-producing thunderstorms, and later multiplelinear structuresthat wereassociated with abore,
could be seenin S-POL (s-band polarimetric) reflectivity. Existence of the bore was further confirmed by FM-CW
(frequency modul ated-continuouswave) radar profilesat Homestead, with pressure, temperature, andrel ative humidity
traces showing passage of the bore at 1040 UTC at the mesonet station at Playhouse, Oklahoma (Figure 46). Based
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Figure 46. a) FM-CW profile of the structure function at Homestead, OK, 1000-1200 UTC 4 June 2002. b)
surface pressure and temperature recorded at the Playhouse, OK, mesonet station; c) cross-front relative wind
(m s?); and isentropes of potential temperature (K) showing gravity current and origin of a bore as simulated
by the MM5 model.
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on these circumstances, the bore likely originated when an outflow induced by the precipitation from athunderstorm
approached and strengthened the cold front, which pushed into a stable boundary layer ahead of the front.

Simulations with the MM5 were performed to model the bore event. Initial and lateral boundary conditions were
provided by the 20-km resolution hourly analysis produced by the Rapid Update Cycle (RUC) three-dimensional
variational (3DVAR) analysis. Four one-way computational domains, with resolutions of 18, 6, 2, and .666 km were
employed. The domains had 32 vertically stretched levels except in the highest resolution domain, where 44 vertical
levels were used with the lowest model level at 10 meters.

The MM5 model quite accurately reproduced the front's position, location, and timing of thunderstorms and
precipitation. It also predicted a series of southeast propagating outflows from thunderstorms. Figure 46¢ shows a
cross-front wind in the frame of references moving with the front, and outflow from the thunderstorms apparently
steepened and strengthened the front which displayed ashallow elevated head similar to agravity current. Interaction
of this shallow cold front with the stable boundary layer ahead induced a bore. The amplitude and wavel ength of the
simulated bore corresponds well with the observations.

Examination of boundary layer fluxesandlimited sensitivity of smulationstoturbul ence parameteri zation suggeststhat
characteristics of the waves are not signficantly affected by turbulence. However, the structure of turbulence shows
clear advantages of using TK E-based closures over the bulk approach. Simulations also reproduce observed surface
variation of pressure, slight warming and drying and cooling and moistening al oft. FSL isinvestigating rel ativerol esof
entrainment fluxes, and vertical and horizontal advectioninproducingtheobserved pattern of temperatureand humidity
changes.

Moisture Transport by the Low-level Jet in IHOP — The Central Plains Low-Level Jet (LLJ) is a warm-season
phenomenon that transportslarge amounts of moisturenorthward into the center of theU.S., thereby playingacritical
roleinthelocation andintensity of precipitation. The existing observational network isnot well designed to describe
theLLJ; for example, theradi osonde network often missesthe period of maximumjetintensity invery early morning,
and wind profilers often cannot observe low enough to capture the LLJ core. Also, neither radiosondes nor profilers
can adequately observe detailed boundary layer moisture distribution. Thus, numerical initialization fields do not
accurately represent transport of moisture by the LLJ, with negative implications for quantitative precipitation
forecasting.

The 2002 International H,0 Project (IHOP) offered aunique opportunity to carry out two aircraft missionsto observe
themorning L L Jover Oklahomaand Kansas. Each mission utilized airbornedropsondedata, Differential Absorption
Lidar (DIAL) data flown on the German Falcon, High-Resolution Doppler Lidar (HRDL) data from NOAA/ETL
also flown on the Falcon, and in one of the cases, hyperspectral radiometric data from the NASA Proteus aircraft,
to observe astrong LLJin good atmospheric conditions (i.e., substantially free of clouds). These observations offer
an excellent opportunity to prepare detailed three-dimensional meteorological fields of moisture and winds at a
multitudeof scalesandthepossibility to computeamoisturebudget. Theobjectiveistoexaminethesedatatodetermine
the impact of fine-scale moisture observations on the numerical prediction of precipitation. Another ongoing task is
combining datasets obtained from thetwo aircraft missionsto compute moisture budgets and perform diagnostic and
numerical modeling studies of these cases to test the hypothesis that warm-season QPF skill can be significantly
improved by better characterization of the transport of water vapor by the LLJ.

Duringthe IHOP project, FRD scientistsled an effort to observe and simul ate moisturetransport by the Central Plains
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LLJ. Follow-on research on the 9 June 2002 IHOP LLJ case during the last year has emphasized diagnoses of the
multiscale structure of moisture transports. Central to these investigations are dropsonde observations along the
aircraft flight patterns, which were rectangular "racetrack” patterns designed to bracket the core of the LLJ during
the early hours of 9 June. Computations of net moisture transport into or out of the flight box at several scales are
possible using operational observations from radiosondes, dropsonde profiles, and onboard DIAL mixing ratio and
HRDL wind measurements.

Animportant preliminary stepinthisresearchisto assessboth thequality and consi stency of dropsonde measurements
of windsand specific humidity, and thevalidity of an assumption of stationarity duringthe 1-hour periodswhenthetwo
research aircraft completedtheir half-circuit sectionsof theflight box. Theprofilesof fluxes(ux qandv x g) inFigure
47 demonstrate that the consistency of computations between dropsonde aircraft is high, and that the moisture flux
inthejetisremarkably stable during the hour betweenthetwo aircraft passesover thejet. Part of thisstability islikely
aresult of benign meteorological conditionsduring the early morning flight.

With confidenceinthequality of measurements, itispossibletoinfer physical meaningtofluxesmeasured at different
scales. This confidence is suggested in the consistent flux profiles (Figure 48) observed by the following systems:
radiosondes, dropsondes, and lidar instruments, which represent transportsresol vabl e at the horizontal scale of short
waves, mesoscale circulations, and large convective cloud processes, respectively. With these observations,
subsequent research should be able to characterize the relative importance of these multiscal e transports.
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Figure 47. Profiles of fluxes (uq and vqg) demonstrating that the consistency of computations between
dropsonde aircraft is high, and that the moisture flux in the jet is remarkably stable during the hour between
the two aircraft passes over the jet.
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Numerical Prediction of Mesoscale Convective Systems in IHOP — Improvements in quantitative precipitation
forecasting (QPF) skill, particularly during the warm season when flash floods and severe thunderstorms are most
frequent, have lagged far behind those of other atmospheric variables. Studies have shown that water vapor isakey
atmospheric variable for convective storm forecasting, yet its mesoscale variability isinsufficiently measured. The
overall objectiveof thelnternationa H,O Project (IHOP-2002) isto ascertainwhether or notimproved characterization
of thetime-varying three-dimensional water vapor field will result in significant improvementsin warm season QPF
skill and understanding and prediction of convective processes.

Towardthisgoal ,the |HOP-2002 experiment brought together many of the existing operational and new state-of -the-
art research water vapor sensorsand numerical models. The FSL Real-Time Verification System (RTV S) performed
astandard grid-to-gaugeverification of precipitation, and, inaddition, RTV Swasal so expandedtoincludefor thefirst
time a grid-to-grid verification based on the Ebert and McBride (EM) method and the 2-km NCEP Stage IV grid
product for precipitation verification. A very significant benefit of performing RTV Sverificationinreal timewasthe
early discovery of deficienciesin the application of theMM5 Hot Start diabatic initialization procedure that resulted
in excessively heavy QPF amounts. A change to the scheme halfway through the IHOP project resulted in greatly
improved results, and additional improvementsto the Hot Start scheme sincethat time have benefited other Hot Start
applications using both MM5 and WRF.

Flux (Dropsonde V,U; Lidar; Upsonde)
12:51 UTC June 9, 2002
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Figure 48. Comparison of cross-track transports observed at 1251 UTC near the eastern end of the southern
leg of the flight box on 9 June. Brown curve describes along-track transports (ug) observed by dropsondes
but not measured by the DLR Falcon HRDL system.
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TheEM techniquepartitionsthetotal precipitationforecast error into spatial (displacement), magnitude (intensity), and
shape (pattern) errors by determining "contiguousrain areas," defined asthe union of the forecast and observed rain
fieldsfor auser-specified isohyet. Our experienceindicatesthat this" object-oriented" verification method provides
amoreinformative measure of therelative skill of two model forecaststhan conventional equitablethreat score, bias,
and other such "measures-oriented" methods (Figure 49). The EM technique was originally developed for use with
Australianrainfall systemsevaluated on atime scale of oneday. Themodelsruninreal-timeduring IHOP used grid
resolutions of 10-12 km, a scale at which cumulus parameterization is generally believed to still be necessary in
conjunctionwithexplicit microphysicsschemes, because convective updraftscannot beresol ved at thisscal e. For this
reason, we recognized that the EM method would need to be modified and calibrated for use on mesoconvective
systemsinthelHOPregion of thecentral U.S. Scientistsat FSL collaborated with colleaguesat |owaState University
and the Australian Bureau of Meteorology to make many needed changes and improvements to the technique.

Weare currently collaborating with lowaState University in an attempt to usethe EM techniquein combination with
amorphological classification of M esoscal e Convective Systems(M CSs), todeterminewhether certainkindsof MCSs
were better predicted by the numerical models (Eta, MM5, WRF, RUC) rather than by other types. Thisresearchis
taking thetraditional processfor evaluating model rainfall predictionto ahigher level by attempting to determinethe
maximum level of useful detail in current generation numerical weather prediction models. Our MCS classification
begins with a distinction between linear and nonlinear MCSs, then subdivides systems into Continuous Linear,
Continuous Linear Bowing, ContinuousNon-Linear, DiscontinuousAreal, | solated Cells, and Orographically Fixed
systems, and further classifiesthelinear systemsinto squall lineswithtrailing stratiform rain areasand other kinds of
systems. The Etamodel exhibited avery different behavior thantheMM5 Hot Start system, asit forecast both average
and maximum rain rates|ower than observed for every MCS classexcept isolated cells, whereasMM5 was generally
guitewet, even after thechangestotheHot Start. For bothmodels, thelargest di splacement and pattern errorsoccurred
for thelinear MCStypes. Theresearch at FSL reveal ed that the models exhibited adry biaswith linear systems and
awet biaswith nonlinear MCSs, especially for isolated cells. Thisresult suggeststhat the model sforecasted toolittle
transport of condensate away from the more intense convective cells, aprocess known to beimportant in the upscale
growth of organized linear systems. Results from this continuing research should benefit modelers at NCEP and
elsewhere asthey continue down the path of higher resolution and face the difficult issue of how to verify mesoscale
preci pitation patterns.

Research Quality Datasets

NCEP Gauge Observation Quality Control System — The Experimental Modeling Center (EMC) of the National
Centersfor Environmental Prediction (NCEP) uses the Hydrometeorological Automated Data System (HADS) to
both calibrateradar precipitation estimatesand produce CONUS analysesof precipitation. Aneffortisunderway there
to use hourly measurements in the Eta Data Assimilation System (EDAS) to initiate numerical simulations of, for
instance, soil moisture. Unfortunately, telemetry and instrument errorsin HADS observations have proven to be a
substantial hindrance to these efforts. To address these needs, FSL, in collaboration with NCEP, has developed a
system that automatically monitors and screens hourly gauge-site precipitation observations made by the HADS.
Thesystem utilizestwo levelsof screening agorithms. SincetheHADSare susceptibleto several kindsof systematic
and persistent errorsduetoinstrument and telemetry failures, onelevel examines 30-day observationhistoriesfor each
gaugetodetermineif it hasfallenvictimto, or recoveredfrom, any of thesesystematicerrors. A particularly pernicious
(and unfortunately common) systematic error occurs when gauges "lock" on small values (often .01 or 0.1 inch).
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Figure 49. Application of the Ebert and McBride (2000) technique applied to 6-hour accumulated
precipitation ending at 0600 UTC 13 June 2002: (a) Stage |1V 4-km analysis, (b) Eta-12-km forecast, (c) LAPY
MM5 12-km forecast, (d) Contiguous Rain Area (CRA, thick lines) defined from Stage 1V product, () CRA
defined from Eta-12 forecast, and (f) CRA defined from MM5-12 forecast. Note the improvement in correlation
coefficients resulting from displacing the forecast CRA over the observed CRA until a "best fit" criterion is
achieved (displacement vectors are shown as broad arrows).
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Thecircled stations along the Continental Dividein Figure 49, for example, show thiserror. Sincethese stationsare
difficult to identify on days with intermittent or scattered precipitation, the system searches gauge histories for the
occurrence of several days of identical observations. When found, these stations are then flagged for removal from
sensitive analyses. The same is true for hourly stations that continuously show the same hourly precipitation. An
exampleof thislatter error isthe station located in the cluster of stationsinthe Denver metropolitan area. All of these
stations were correctly identified and flagged.

Thesecondlevel of screeninginvolvesimmediateflagging of stationsthat exceed aset threshol d of comparisonfailures
with neighboring stations. Inthepresent versionthecheck isasimplebinary comparison; thatis, anonzero (zero) target
observation isflagged if it failsathreshold percentage of nonzero (zero) neighbor observations. To help ensure that
target stations are not compared to faulty observations, the neighbor set islimited to sitesthat have been accepted by
preliminary screening at River Forecast Centers, and an iterative screening process is used to identify and remove
members of thisneighbor set that arethemselvesfaulty. Several of the stationsin Figure 50 identified as"locked-on"
by thefirst level of screening (see above) were also identified as "bad neighbors" by the neighbor check.
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Figure 50. Circled stations along the Continental Divide show a systematic error that occurs when gauges lock
on small values (often .01 or 0.1 inch).
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ACARSAMDAR Quiality Contral System— A computer program to flag and in some cases correct weather datafrom
automated sensors on commercial aircraft (called ACARS in the U.S. and AMDAR in the rest of the world) was
upgraded during 2003, asfollows:
» Sounding information is now output in NetCDF files to facilitate display of soundings in AWIPS weather
workstations.
* Binary data, used by the JavaWeb display, are now written in amachine-independent way, so that processing can
be done on machines having any architecture.
* MDCRS data have been added to the data stream. These data are matched with data passed directly to FSL by
theairlineswherever possible. Information about unmatched datawasused to uncover aflaw inMDCRS processing
that was preventing NCEP models from receiving data from many U.S. aircraft flying over Asia.
» An occasional error in the processing of turbulence data was identified and corrected.
* Thesoftwarewas ported from the Sun Solarisoperating systemtothe Linux operating system. Inmakingthisport,
severa potential problems (buffer overflows, use of uninitialized variables, ambiguous sorting criteria) were
identified and corrected.

RUC Upper-Air Verification Database — This database, using the open source MySQL Database Management
System, was developed to store RUC skill scores (bias and RMS) verified against radiosondes. Verifications are
available for the variables of height, temperature, humidity, and winds for levels from 850 hPato 100 hPa. Time-
histories of these skill scores are available on the Web as pregenerated or interactive plots.

RUC Ceiling-Visibility Database — This database, using the MySQL Database M anagement System, was devel oped
tostoreRUC analysesandforecastsof ceiling, visibility and |FR/VFRflight conditionat METAR I ocations, alongwith
METAR observations. This database supports a Website that generates and displays verification statistics.

RUC-ACARS Database — This database, using the MySQL Database Management System, was developed to store
RUC analyses and forecasts of wind and temperature, compared with in situ measurementsfrom commercial aircraft
(ACARS). These data may be displayed on the RUC-ACARS Website.

Websites for FSL Data

ACARSYAMDAR Website (http://acweb.fsl.noaa.gov/) — This site, which is restricted to government and certain
other users, displaysplanand profileviewsof automated weather reportstaken by commercial aircraft. Thefollowing
upgrades were made to this site:
» At the request of Environment Canada, soundings may now be shown as Tephigrams as well as Skew-T plots.
» Thewind plot on theright of the soundings now hastwo selectable scales: 100 ktsand 40 kts. The selected scale
isalso used for the hodograph.
» The display now accepts datain a new input format that can be easily generated on computers using different
architectures.

This code is available under Open Source Definition (see http://mww.opensource.org/osd.html), and has been
successfully implemented by AirDat LLC. to use with data from their new aircraft-borne sensor.

Interactive Soundings Wehbsite (http://mww-frd.fsl.noaa.gov/mab/soundings/java/) — This Website interactively

displayspast and forecasted soundingsfromthe RUC model, profilers, radiosondes, and aircraft. Thispagecontinues
tobepopular, with morethan 96,000 accessesfrom over 700 major domains(such as"noaa.gov" or "delta.com™). The
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easily adaptabl e Javacodethat runsthis site has been requested by more than 80 organi zations, and has been rel eased
to them under FSL’s open source software license/disclaimer. The site was upgraded to display 20-km RUC data
storedin GRIB format. Thisistheformat that most RUC outputisstoredin, sothesitecan now show datafromsevera
devel opmental and operational versionsof theRUC. Thishasbeenvery helpful totheRUC devel opersasthey improve
model behavior.

National Mesonet Website (http://www-frd.fsl.noaa.gov/imesonet/) — This page interactively displays observations
from 28 networks (up from 22 last year), including mesonets, maritime buoys, and the METAR network —morethan
10,000 stations from around the world (up from 7,000 last year). The site displays weather data and quality control
information from FSL’s Meteorological Assimilation Datalngest System (MADIS). During January 2004, the site
was accessed more than 4,000 times from more than 700 unique domains.

RUC Upper-Air Statistics Webpage (http://ruc.fsl.noaa.gov/stats/) — This page provides pregenerated and
interactive statistics for RUC analyses and forecasts, and persistence forecasts, verified against radiosondes. Plots
are pregenerated weekly, and show atime-history of bias and RMS error for the past month. Interactive plots can
show skill-history from the present back to 26 Jan 2001.

RUC Ceiling-Visibility Statistics Webpage (http://ruc.fsl.noaa.gov/stats/cvis/inter.ntml) — This page uses
NOAA'’sJavaScientific Graphics Toolkit, devel oped at the Pacific Marine Environmental Laboratory, and theRUC
Ceiling-Visibility databasetointeractively generateverification statistics. Thesestatisticsarebased onRUC analyses
and forecastsverified against METAR observations. Performance of three models, the operational RUC, the 20-km
RUC, and the developmental RUC, can be viewed, and statistics generated based on the VFR/IFR category and
several visibility and ceiling thresholds. Figure 51 showsa56-day time seriesof the Critical Success|ndex for three
versions of the RUC model analyzing ceilings < 3,000 ft.
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Figure 51. The RUC Ceiling-Visibility Satistics Webpage showing a 56-day time series of the Critical Success
Index for three versions of the RUC model analyzing ceilings <3,000 ft.
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RUC Ceiling-Visibility Plan-View Webpage (http://ruc.fsl.noaa.gov/stats/cvis/plan_view/) — This page provides
azoomablenationwideview of ceilingand visibility from METAR observationsand RUC analysesand forecastsfor
severa versionsof theRUC. Dataand forecastsat individual METAR sitescan beinterrogated, and regional patterns
can easily bedistinguished. Figure52 showsavisibility analysisfor the FSL development RUC for 0000 UTC on 10
March 2004. Only METAR sites from the RUC analysiswith visibility of less than 20 miles are shown.

RUC GRIB Viewer Webpage (http://ruc.fsl.noaa.gov/view/) — This site, currently restricted to FSL, provides a
zoomable nationwide view of all RUC 20-km model resultsthat are stored in GRIB format. Individual fieldscan be
loaded and compared with one another. Fieldsthat are not routinely plotted may beinterrogated on this page. Figure
53 shows 250-mb relative humidity (RH) from the RUC devel opment model 6-hour forecast, isobaric output, valid at
1800 UTC 10 March 2004. Valuesof RH and other previously loaded fieldsfor the point near the cursor are shown.
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Figure 52. RUC Celiling-Visibility Plan-View Webpage showing visibility analysis for the FSL development
RUC for 0000 UTC 10 March 2004. Only METAR sites with visibility of less than 20 miles are shown.
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RUC-ACARS Webpage (http://acweb.fsl.noaa.gov/ruc_acars/) — This page is similar to the ACARS/AMDAR
website (above), and also restricted. It displays ACARS data along with RUC 1-hour forecasts interpolated to the
location of the ACARS data. Standard meteorological variables (wind and temperature) from either the aircraft or
the RUC model may be selectively displayed, along with ACARS-RUC differencesin vector wind, wind speed, and
temperature. Thesite, primarily used within FSL, isuseful for identifying aircraft wind and temperature biases and
RUC errors.

PIREPs-AIRMETS Webpage (http://www-ad.fsl.noaa.gov/fvb/rtvs/turb/2003/interrogation_tool/) — This page
displays pilot reports (PIREPs) and AIRMETS (warnings issued by the Aviation Weather Center). Currently it
displaysonly AIRMETS and PIREPsrelated to turbulence. Raw PIREP reports along with their decoded values are
displayed when the cursor ismoved over adatapoint. AIRMET skill statistics may be generated for each AIRMET,
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Figure 53. RUC GRIB viewer Website showing 250-mb relative humidity from the RUC development model 6-
hour forecast, isobaric output valid at 1800 UTC 10 March 2004.
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and for each Aviation Weather Center region, including Alaska. This site has been useful for understanding more
deeply AIRMET turbulenceskill statisticsgenerated by FSL’ sReal-TimeVerification (RTV S) project. Also, because
thissiteallowsdisplaysof turbulence PIREPsreported since 21 January 2002, it hasbeen useful inverifying turbulent
eventsidentified by other means, such asinfrasound.

Projections
During 2004, the Special Projects Officewill beinvolved in thefollowing activities and studies.
Forecasting Clear-Air Turbulence

Field Sudies— Analysis of the SCATCAT caseswill be completed with the objective of deriving acomprehensive
picture of the atmosphere producing turbulence. This interpretation will be built using the dropsonde data,
meteorol ogical datafromaircraftflight level, ozonedatafromthe Aeronomy L aboratory’ sexperimental sensor flown
during SCATCAT, and model analyses. In addition to the case study analyses, modeling studieswill be completed
with a13-km version of the RUC to determine whether mesoscal e features captured in the aircraft data are resolved
inthemodel, whereandwithwhat intensity themodel devel opsturbulencefrom both diagnostic and prognostic routines,
how this model turbulence compares with that measured by the aircraft, and how tropopause folding in the RUC
compares with the onboard ozone measurements.

Diagnostic Algorithm Development — The residual of the nonlinear balance equation and other methods will be
further investigated to arrive at the optimum method for diagnosing imbalance and for determining the appropriate
threshold values. Real-time eval uation of these approacheswill continueto be performedin preparation for planned
implementationandfull evaluationwithin GTG by fall 2004. 1dealized modeling studieswill be performedto devel op
abasic understanding of the nonlinear-scal e contraction process by which mesoscal e gravity waves may steepen and
saturate, leading to turbulence production at smaller scales.

Mesoscale Diagnostic Studies

Moisture Transport by the Low-level Jet — FSL will perform Weather and Forecasting (WRF) model runs ng
the impact of better representation of the Low-Level Jet (LLJ) in model initialization fields.

Research Quality Datasets

NCEP Gauge Quality Control System— A version of the monitoring system will be transferred to the Experimental
Modeling Center at NCEP. Based on experience with the system, modifications and extensions will be made. Plans
are also underway to develop measures and displays that describe the real-time performance of the screening
algorithms.

ACARSAMDAR Quality Control System — This system will be fully documented and passed on to a group of
programmers so that thereis no single point of failure for the system. Currently, it isfully understood by only one
employee. Datafrom additional airlines, such as Air Canada Jazz, and from additional sensors, such as NASA’s
TAMDAR sensor, will be integrated into the system, and the error characteristics of these datawill be investigated.

Numerical Prediction of Mesoscale Convective Systems in IHOP — Collaboration will continue with lowa State
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University in an attempt to use the EM technique in combination with amorphological classification of Mesoscale
Convective Systems (MCSs), to determine whether certain kinds of M CSs were better predicted by the numerical
models (Eta, MM5, WRF, RUC) rather than by other types.

ACARS-RUC Intercomparison Database — Once an entire year of data have been accumulated, detailed ACARS-
RUC statisticswill begenerated and stratified by season. Thedatabasesoftwarewill provideaproductiveenvironment
for testing the datain avariety of ways, and generating results with known statistical significance.

Websites for FSL Data

Interactive Soundings Website (http: //www-frd.fsl.noaa.gov/mab/soundings/java/) — This site will continue to be
maintained and the dataflow into it monitored. Pendingidentification of resources, scriptswill bewrittento easethe
reloading of past data cases, upon request. Currently, only about 16 hours of RUC data are available for display.

National Mesonet Website (http://www-frd.fsl.noaa.gov/mesonet/) — New mesonets will be added as they become
available. Pendingidentification of additional resources, wind gust and preci pitation amountswill beshownfor those
sites that support them.

RUC-ACARS Webpage (http://acweb.fsl.noaa.gov/ruc_acars/) — Pending identification of resources, this site will
be expanded to include additional RUC forecasts longer than 1 hour, such as 3-, 6-, and 12-hour forecasts. Skill
statisticswill be generated.

PIREPs-AIRMETS Webpage (http://www-ad.fsl.noaa.gov/fvb/rtvs/turb/2003/interrogation_tool/) — This page
is designed primarily to provide feedback for forecasters at the Aviation Weather Center. Feedback from these
forecasters will be gathered, and future upgrades will be tailored to their needs.
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Demonstration Division

Objectives

TheDemonstration Division eval uatespromising new atmospheric observing technol ogies, suchastheNOAA Profiler
Network (NPN) devel oped by the NOA A Research Laboratories and other organizations, and determinestheir value
in the operational domain. Activities range from the demonstration of scientific and engineering innovationsto the
management of new systems and technologies. In support of NOAA’s mission to serve society's need for weather
and water information, new upper-air observing techniques are used to create and disseminate reliable assessments
of weather, climate, space environment, and geodeti c phenomena. Thedivisionalso devel opsandimplementsdataand
techniques to support seasonal to interannual climate forecasts as well as the prediction and assessment of decadal
to centennial climate change. Safe navigation is promoted by providing Global Position System (GPS) and other
observationsto the National Geodetic Survey network of continuously operating reference stations (CORS), theU.S.
Coast Guard (USCG), U.S. Department of Transportation (DOT), and other GPS users in the public and private
sectors.

Theseactivitiesrepresent aninvestment inscientificresearch, thedevel opment of new technol ogiestoimprovecurrent
operations, and NOAA's preparation for the future. The division has successfully demonstrated all major elements
of threereliable, low-cost continuousupper-air observing systems—wind profilers, Radio Acoustic Sounding System
(RASS) temperature profilers, and the ground-based atmospheric water vapor sensing observing system (GPS-Met).
These systems complement other operational and future ground- and space-based observing systems. New
information network tools and techniques have been adapted to acquire and process Cooperative Agency Profilers
(CAPs), GPS, and surface meteorological observations from NOAA and other public/private organizations and
international partnerships. Thiscapability allowsrapid expansion of observing system coverageat extremely low cost.
Thedivision hasbeen heavily involvedintransferring environmental expertiseand technologiestoimprove NOAA’s
ability toserveitscustomersandforgestronger tieswithitspartners, especially the National Weather Service (NWS),
DOT, and Department of Defense (DOD).

TheNPN hasbeen providing important upper-air datato avariety of customerssinceit began operation 13 yearsago.
For example, NWS forecasters routinely use data from the NPN, CAP, and GPS networks in computer-generated
forecastsand numerical weather prediction (NWP) model s, especially totail or model guidancetolocal conditions. The
datasetsare accessibleto interested usersviathe Global Telecommunication System (GTS), and to the public viathe
Internet. Many other federal, state, and local organizations need these datato support weather forecasting, aviation,
and monitoring climateand air quality. Asoneexample, theLawrenceLivermoreNational Laboratory usesNPN and
CAPdataascritical input to its dispersion model, which supports work under contract to DOD and the Department
of Energy (DOE) for Homeland Security.

With newsthat funding for the NPN and all other programs within the division would be eliminated for Fiscal Y ear
2004, staff timeand other resourceswere dedi cated to responding to thispotential ly devastating situation. Thoughthe
reputation of the entire Profiler Program had been cemented during the last 20 years, it became necessary to justify
its continued existence. Presentations and briefingsto various levels of government stressed the many proven uses
of the NPN and related programs. Weather forecasting isimproved because wind profilers provide information not
availablethrough other observing systems. Some of the many advantagesto theforecaster are: 1) increased leadtime
allows deployment of emergency response resources, 2) greater detail concerning storm onset and location resultsin
public heeding warnings to seek shelter, 3) fewer false alarms generate higher public confidence in watches and
warnings, 4) early identification of conditionssupporting wind shear and turbul enceincreasesthe margin of safety for
the aviation community, and 5) better precipitation forecastsfor the public and agriculture limit flash flood impacts.
Forecasters and other users voiced their concern about the potential loss of data from the NPN, CAP, and GPS
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networks, al of whichareintegratedintodaily forecast activitiesand, most important, during periodsof severeweather.
The efforts of FSL staff and testimony from users of profiler data had a positive result late last year, when profiler
funding was restored for Fiscal Y ear 2005. Along with this approval came other requests, namely, that a Cost and
Operational Effective Analysis(COEA) of theprofiler program beprovided to the Senate A ppropriationsCommittee.
Additional personnel resources were needed to prepare this report by early 2004. Congress mandated that funding
be provided from the NW S budget rather than from the Office of Oceanic and Atmospheric Research(OAR) budget.

Thedivisionisengagedinthefollowing major projects:
« Operation, maintenance, and enhancement of the 35-station NOAA Profiler Network, which includes three
systemsin Alaska and the CAP sites (Figure 54).
« Collection, correction, and distribution of wind and temperature data from the CAP sites.
« Planning and support activitiesfor aninitiativefor anational upper-air mesoscal e observing system, which will
include profilers and GPS-Met systems (Figure 55).
» Development, deployment, and eval uation of anall-weather integrated precipitabl ewater (IPW) vapor observing
system using radio signals from the satellite GPS.
« Evaluation of newly certified GOEShigh datarate (1200 baud) communi cation systemsfor network deployment.
» Assessment of alternative network datacommunication technologies, including satellite Internet.
» Upgrade of the surface meteorological sensor package at NPN sites to improve winds and precipitation
measurement capability, such asreplacement of all analog sensorswith digital sensorsto increasereliability.
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Figure 54. Location of all 35 NOAA Profiler Network (NPN) sites and Cooperative Agency Profiler (CAP) sites
providing data via the Profiler Website.



Demonstration Division

Thoughorganizedintofivebranches, thedivisionworksinafully integrated team modeto support our overall objectives,
asfollows.

Network Operations Branch — Monitors the health of the systems and data quality, and coordinates all field repair
and maintenance activities.

Engineering and Field Support Branch —Provides high-level field repair, coordinatesall network logistical support,
designs and deploys engineering system upgrades, and redeploys GPS or profiler systems as needed.

Software Development and Web Services Branch — Provides software support of existing systems, and develops
new software and database systems as needed, including new tool sto assist in monitoring tasks and advanced quality
control functions. Also provides Web support of the division’s extensive Web activities, and designs software to
support future upgrades of the current network and national deployment of additional profilers.

GPS-Met Observing Systems Branch — Supports development, deployment, and evaluation of the GPS-IPW
Demonstration Network, and provides software development and scientific support.

Facilities Management and Systems Administration Branch — Manages all computers, data communications,
network, and computer facilities used by the staff and projects of the division.
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Figure 55. All NOAA Profiler Network sites, including Alaska (lower left), with radars and surface instruments.
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Network Operations Branch
Douglas W. van de Kamp, Chief

Objectives

The Network Operations Branch is responsible for al aspects of NOAA Profiler Network (NPN) operations and
monitoring, including the coordination of logistics associated with operating a network of 35 radars and surface
instruments. Theoriginal concept for an operational profiler network envisioned the Doppler radar profiler as part of
an integrated upper-air remote sensing system capable of measuring winds, temperature, and humidity. The
Demonstration Division’ s progresstoward these goal sinclude the addition of the Radio A coustic Sounding Systems
(RASS) for temperature profiling in the lower troposphere at 11 NPN sites, and GPS integrated precipitable water
(GPS-1PW) vapor systemsfor moisture measurementsat all NPN sites. In addition to the 35 NPN sites, another 300+
NOAA and other-agency sitesare monitored for timely GPS positions and surface observationsto producereal-time
IPW measurements. Additional wind and RA SS data have been acquired from a growing number of independently
operated profiler sites, now totalling about 90. These Cooperative Agency Profilers (CAPs) include mostly lower
tropospheric boundary layer profiler sites. The data from these CAP sites are now available to the meteorological
community inreal timeviathedivision’ sWebsite, www.profiler.noaa.gov. In cooperation with other branchesinthe
division, we maintain and improve the NPN and CAP real-time data avail ability to the National Weather Service
(NWS) and other worldwide users. Wedirectly support NOAA's mission to improve weather products and services
by providing real-time comprehensive, high quality upper-air and surface observations to NWS forecasters and
numerical weather prediction models.

Accomplishments
A variety of tracking toolsare used to assessthe strengths and weaknesses of the NPN. Theavailability of hourly NPN

winds to the NWS continued to increase during 2003, averaging slightly over 96%. Typical NWS-commissioned
systemssuch asNEXRAD, ASOS, and radiosondes have adata avail ability of 97% or better. Figure 56 summarizes
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Figure 56. NOAA Profiler Network 404-MHz profiler data availability from January 1991-January 2004.
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the overall performanceof the network for thelast 13 years. During 2003, the NPN average monthly dataavailability
never fell below 93%. Itisinterestingto notethe general pattern of decreased availability of hourly windseach year
during the spring and summer months, compared to slightly higher availability during the fall and winter months. An
analysisattributesthispatterntoincreased lightning activity and severeweather during the convective season (causing
more commercial power failures and lightning-induced profiler site hardware damage) and air conditioner failures
during the summer.

A significant portion of personnel timeinvolvesthe day-to-day operations and monitoring tasksrelated to the NPN
hardware, communications, and meteorol ogical dataquality. Constant attentiontothesetaskshasresultedinhighdata
availability rates for the past few years. Other ongoing work includes initial diagnosis of equipment failures,
coordinationof al fieldrepairsand maintenanceactivities, and control of logsof all significant faultsthat causeprofiler
dataoutages. Figure57ashowsthetotal number of hoursof profiler datal ost by fault type (such ascomponent failures,
scheduled downtime for maintenance, and power and air conditioner failures) for the past four fiscal years. The
duration of each data outage is broken down into many different categories, including how long it took to identify a
failure, diagnose and evaluate the problem, wait for repair parts to be sent and received, restore commercial power
or communications, and document when and how thefault wasultimately repaired. Figure57b showsthedistribution
of these categories of downtime (normalized over the past seven years). Analysisof all these statesreveal simportant
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information on the operation of the network and allowstheidentification of itsstrengths and weaknesses. Inaddition
to the data monitoring tasks, other work involvesthefinancial aspectsrelated to the continued operation of the NPN,
including tracking land leases, communications, and local commercial power and phonebillsfor all theprofiler sites.

Personnel inthe Profiler Control Center (PCC) routinely monitor the NPN, whose data are used operationally by the
NWS, only during normal working hours, 7:30 AM—4:30 PM local time (27% of the total hours in a week). The
remainder of the time, the profilers, dedicated communication lines, and Profiler Hub computer system operate
unattended. Significantimprovementshavebeen madein our ability toremotely monitor activity withintheNPN, Hub
processing, and data communications via Web displays and other tools. Routinely monitored activities on the Web
includeinformation on profiler rea -timestatus, dataflow to the NWS Telecommuni cations Gateway (NWSTG), and
ingest of profiler datainto the Rapid Update Cycle (RUC) model at the NWS Nationa Centers for Environmental
Prediction (NCEP). The use of these tools to remotely diagnose problems as they arise outside normal work hours
has increased the availability of NPN data.

Examination of several yearsof datashowed that asignificant number of lost hoursof datawereattributed to thelocal
main power breaker (200 amps) being tripped to the of f position, usually theresult of lightning related power surges.
Simply resetting the breaker restores operation, but asitevisitisstill required, typically by an NWStechnician or the
local landowner. From thisanalysis, the division’s Engineering and Field Support Branch designed and installed a
device several years ago that allows the main breaker to be remotely reset via a phone call to the site. This method
isroutinely usedtorestoreprofiler operations, aswell asto* power cycle” asiteinanattempt to clear software* hangs”
and other problems. During 2003, the breaker reset capability was activated 208 times outside normal work hoursto
restore operations. It was successful 168 times (81%), resulting in an additional 4,400+ hours of profiler and GPS-
IPW data availability to our customers. These resets, performed outside normal work hours, alone increased data
availability by 1.6%. Thisisquiteimpressivesince our dataavailability isalready normally >96%.

Eleven NPN siteshave RASS capabilities that typically provide measurementsfrom 2.5-4 km above the ground. In
general, the velocity of the lower tropospheric wind limits the maximum height coverage of RASS by blowing the
acoustic signal outside the radar beam. Each RASS-equipped site has four acoustic sources that are located inside
theantennafieldfencenear thecornersof thewind profiler antenna. Ongoing experimentsareconducted at Pl atteville,
Colorado, and Purcell, Oklahoma, toinvestigatetheimpact of acoustic sourcesplaced 35-140 mupwind of theprofiler
sites. Typical improvements of 500—1,000 m inthe RASS height coverage are observed when the 70-140 m upwind
acoustic sources are activated, and the low altitude winds are from that direction.

Low-power profilersthat measure winds and temperaturein the boundary layer to thelower troposphere (60 mto ~3
km above ground) have begun operating in greater numbers around the Northern Hemispherein recent years. These
profilers, part of the CAP network primarily support air quality measurements and meteorological forecasting and
research programs, andtypically operateindependently or insmall groups. Approximately 90 CAPsites(for example,
Figure58) arecurrently operating and providing datatothe Profiler Control CenterinBoulder. Mostly locatedin coastal
regions of the eastern and western United States, the CAP sites provide valuable additional geographic coverage
outsidethe NPN. Thedivisioniscollaborating with other agenciesto acquire CAPwind and RASStemperature data
that are processed into hourly and subhourly quality-controlled products, and are ultimately distributed along with
products from the NPN. The CAP data are primarily used for air quality monitoring and forecasting, but have
applicationsto homeland security, and numerical weather prediction and subjectiveweather forecasting in support of
NOAA’s mission.
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To better understand how and when profiler dataare used by the National Weather Service (NWS), the branch started
monitoring the AreaForecast Discussions (AFDs) at thefield offices. Forecastersat each NWSofficetypically write
two AFDs every day which describe the current forecasting issues, both in the short-term and longer-term forecast
period. These AFDsaregenerally technical in detail, and more of a“thought process’ to shareamong theforecasters,
both within aforecast office between shifts and in adjacent NWS forecast offices. A search was performed to see
how many timesthe word "profiler" wasused in all AFDsfor a 199-day period. Forecastersat 77 (out of a possible
114) NWS officesmentioned the use of profiler datain at |east one of their AFDsfrom 13 January—31 July 2003. The
NWS officeslocated in the central United States are, of course, primarily using NPN data, while those offices near
the East and West Coastsare all using CAP data. Of the 77 officesindicating the use of profiler data, atotal of 1,014
AFDs (~5 per day) mentioned the use of profiler datain their decision-making process, thus demonstrating that the
use of profiler dataiswell integrated into NWS operations.

Each AFD that mentioned profiler data was categorized by how the datawere used. Though the datawere used in
awidevariety of ways, they were primarily used in conjunction with numerical model output, satelliteimagery, and
surface wind forecasts. The distribution of use of profiler data covers nine general categories, shown in Figure 59.
We often noted two very specific uses, comparison with numerical weather prediction model output and satellite
measured winds, about 25% of thetime. Theseuseswereusually inconjunctionwith profiler datatovalidateamodel’ s
initial analysis fields, and to assess a model’ s short-term forecasting skill. The “Lower Tropospheric” category
representsthe use of hourly or subhourly profiler datato identify and/or monitor thelocation of such featuresas!ow-
level jets, increasing or decreasing wind speed withtime, changingwinddirectionwithtime, etc. All of thesecategories
arevery important to severeweather forecasting, particularly between thetimesof thetwicedaily radiosonde ascents.

Figure 58. A 915-MHz CAP profiler located near and operated by Rutgers University at Rutgers, New Jersey.
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Profilers provided critical information during the severe weather outbreak of early May 2003. Approximately 450
tornadoeswererecorded during a 13-day period (28 April—10 May) of sustained severeweather. About 395 of these
tornados occurred in a7-day period (4—10 May), setting anew weekly record. The number of AFDs mentioning the
useof profiler dataincreased during thisperiod. Mesoscal e Discussionsfrom the Storm Prediction Center (SPC) and
many AFDsidentified the position and strength of the low-level jet in the profiler data, and itsimpact on providing
moisture and vertical shear to the lower atmosphere.

Projections

Many of the tasks slated for 2003 were carried over to 2004 because staff resources were directed to the transition
of thecurrent V A X-based Profiler Hubto aPC-based processing and di ssemination system. Limited resourcesrel ated
tothiswork, alongwith budget rel ated distractions, thwarted progressintesting andimplementing new ideasandtasks
originally plannedfor last year.

TheBird Contamination Check algorithmwill beexaminedfor potential improvements. Theoriginal algorithmanalyzed
only the hourly averaged north and east beamsto detect the broader spectral widths caused by migrating birds. The
next significantimprovementislikely toinvolvemoresophisti cated processi ng of the6-minutemoment data. Additional
QC development islimited, since the current Profiler Hub cannot incorporate anymore processing at thistime.

Thedivisionwill continueto operate and maintainthe 11 RA SS-equipped profiler sites. Experimentswill continue at
Plattevilleand Purcell, Colorado, toinvestigatethe optimum acoustic sourcel ocations (di stance upwind) and acoustic
output power. Improvements are expected in the quality control of RASS data, primarily during periods of internal
interference, and in the presentation (i.e., contouring specific temperatures) of RASS data on the Profiler Webpage.
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Figure 59. Wind profiler usage by National Weather Service offices.
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Theoperationsof the CAPHubwill beusedto acquireadditional tropospheric profiler datafromtargetsof opportunity,
providequality control for these datasets, and distributethem to usersviathe Web and the NWS Tel ecommuni cations
Gateway. Additional automated monitoring procedureswill beinvestigated to handle theincreasing number of CAP
sites available and monitored by the PCC.

The capabilities of the new hybrid 449-MHz profiler at Plattevillewill beinvestigated further. Thiswill include data
guality and height coverage of different dataprocessing methods (standard consensusversusamultiplepeak tracking
algorithm), three beams compared to five beamsin termsof dataquality and cost/complexity issues, higher temporal
resolution data, and reduced height of the first sample height. All of these issues are related to the design and
implementation of anational profiler network.

Thecapability toremotely reset themain breaker viaaphonecall tothesitehasproven so successful that theprocedure
will beautomated. Dataavailability ismanually checked typically each evening during weekdays, and morningsand
evenings on weekends. Sitesthat are “hung” due to software failure or missing data for other reasons are reset at
that time. The average time between asite shutting down and being reset is currently 5-6 hours. Plans are underway
toautomatically initiateabreaker reset after two hoursof missing data. Initial testing of thiscapability failed | ast year
dueto the variable and lengthy time required to dial up and make a connection to asite, and the rather long sequence
of codes and required intermediate delays required to reset a site.

Thebranch will continueto collaborate with other Demonstration Division staff in the operation and maintenance of
the NPN to help maintain consistently high dataavailability statistics. Thisultimately supports NOAA’smission of
improving weather productsand services, resulting in reduced loss of life and property damage from weather rel ated
events.
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Engineering and Field Support Branch
Michael K. Shanahan, Chief

Objectives

The primary focus of the Engineering and Field Support Branch is to carry out the operation, maintenance, and
improvement of the NOAA Profiler Network (NPN). Through collaboration with the FSL Profiler Control Center
(PCC), thebranch monitorsthe 35-siteNPN network to assuredataquality andreliability. Constant network upgrades,
identificationof network problems, using remotediagnosticsanalysis, and prompt correctiveactionsresultinincreased
dataavailability.

Most of the preventive and remedial maintenanceisperformed by el ectronicstechniciansfrom the National Weather
Service (NWS) in accordance with network maintenance agreements. The PCC uses remote diagnostic capabilities
to recognize failed components, order line replaceable units, and coordinate with the NWS el ectronics technicians
regarding field repairs. More complex problems are handled by a team of specialized engineer/technicians, called
Rangers, who are experienced in the design and operation of the profiler systems. Based in Boulder, the Rangerscan
be mobilized to the field on short notice to repair the profilers.

Accomplishments

TheAlaska449-MHz Profiler Network hasbeen operating continuously and delivering datato the NWSfor over four
years. A summary of the overall performance of the network from October 1999—February 2004 ischarted in Figure
60. Thetransmitters redesigned High Power Amplifier (HPA) at the Alaska sites have been operational for over a
year without failure. We conducted a week-long training seminar for the electronic technicians in Anchorage and
Fairbanks.

The 449-MHz profiler at Syracuse, New Y ork, became operational in 2003. This site is atestbed for the L ockheed
Martin Syracuse facility and supplies data to the NWS to help predict |ake-effect snow eventsin the area.
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The NOAA Profiler Network was granted a 3-year extension to the 404-MHz Radio Frequency Authorization valid
until September 2006. The main reasons for this decision were that no Search and Rescue Satellite (SARSAT)
interference events have occurred in more than seven years, and the quality of profiler maintenanceisindisputable.

New Profiler Surface Observing System (PSOS-11) equipment was acquired to upgrade the existing surface
meteorol ogical observing packages at each site. Most of the equipment has already been purchased except for some
custom built pieces that must be hand-crafted to perform specific tasks.

The U.S. Air Force uses profiler data to support safe flight operations. Branch staff completed an Operations and
Maintenance Manual (O&M) for the Air Force Tethered Aerostat Radar System (TARS). This manual is
implemented to aid the repair technicians at each aerostat site.

A profiler electronics technician training seminar was provided for NWS employees associated with the NPN. The
seminar was held at the Boulder Assembly Facility (BAF), which houses aworking profiler without the antennaand
servesasalocal test bed, repair facility, and training center. Thethree-day event covered material fromthe“NOAA
Wind Profiler Guide to LRU Replacement” manual, which was distributed to NWS officesin CD format to aid the
techniciansin profiler maintenance. The training also included the repair of GPS and GSOS/PSOS systems.

Projections

TheEngineeringand Field Support Branchwill install anall-digital surfacemeteorol ogical sensor package, the PSOS-
1, to replace the GSOS and PSOS units operating at some profiler sites. A 10-meter mast with an anemometer and
rain gauge will be added to sites currently without surface wind measuring capability. This mast is designed so that
technicianscanraiseand lower instrumentati on without the need for additional assi stance. When thisimplementation
is accomplished, each of the 35 profiler sites will have uniform equipment availability, resulting in additional
meteorological data.

New signal processing techniqueswill continueto betested at the Platteville, Colorado, profiler siteto determinethe
best method for acquiring quality data. Thesetechniquesare expected to help aleviate the problems associated with
ground and sea clutter and bird contamination.

Planswill continuetoward the conversion of all 404-MHz profilersto the designated 449-MHz frequency, in support
of the NWS Cost and Operational Effectiveness Analysis (COEA).

Repair and replacement of 404-MHz and 449-MHz partswill continueto be atop priority. Whether the repair work
isoutsourced or performed in-house with available parts, obsol escence requires constant perseverance and creativity
infinding vendorswho deal inoutdated partsand technol ogy. Without theability to overcometheseobstacl es, theNPN
would not be able to maintain the high performance and reliability it has achieved over thelast 13 years.

Operationsand maintenance support will beprovidedtothe 10 quarter-scal eprofilersschedul ed for installation for the
Air Force TARS.

Training seminarsfor theNationa Weather Servicetechnicianswill continueto beconducted at the Boulder Assembly
Facility.
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Software Development and Web Services Branch
Alan E. Pihlak, Chief

Objectives

The Software Development and Web Services Branch provides software support for existing systems, devel ops new
software and database systems as needed, provides Web support for the division’s extensive Web activities, and
designs software to support a national deployment of profilers. To help improve short-term warning and forecast
services, up-to-the-minute profiler data are provided on the NOAA Profiler Network (NPN) Website, http://
profiler.noaa.gov—thefirst placeto go for wind profiler data. ThisWebsite al so provideshistorical archivesof wind,
temperature, and other profiler information beneficial to researchersfor forecasting and modeling bothlong- and short-
termclimatechange. A perpetua goal istoimprovethetimelinessof profiler datadelivery and distributionthroughwork
on existing software systems and development of new software.

The Cooperative Agency Profiler (CAP) network, comprising profiler sites operated by external agencies and
organizations, isaprimary user of branch resources. Profiler dataproducedin near real time by sourcesranging from
the Environmental Protection Agency tothe Japanese M eteorol ogical Agency are acquired by the branch and become
part of the shared data system. CAP sitesare operated in many different ways, owned by about 30 different agencies,
and optimized for different applications. Thisrequiresthedevelopment of reusable, generalized softwarein order to
make the most efficient use of branch resources. FSL acquiresthese data, appliesitsown quality control algorithms
to the data, and makes the value-added data available on the Web and to the National Weather Service (NWS). The
datafromthese profilers, distributed primarily viathe Profiler Website, contribute significantly to NWSforecastsin
areas, primarily along the coasts, where the NPN does not operate tropospheric profilers.

Accomplishments

When the NPN was cut from the 2004 budget, an unusual amount of Demonstration Division resources was directed
toward finding and preparing datafor presentations, attending meetings, and assuming dutiesof othersinvolvedinthe
processof justifying restoration of the program on the 2004 budget. These unexpected activitiesalongwith additional
work on the Cost Operational Effectiveness Assessment for the U.S. Senate placed many branch goals on hold for
2003.

A major ongoing task isthe removal of the 1980s-era Hub system: data collection, processing, monitoring, displays,
softwarequality control and quality assurance, and distribution. An aging GOES datacol | ection system wasrepl aced
with a Local Readout Ground Station (LRGS) acquired from a commercial source. The NPN’s core profiler
instrumentation remainstheL ockheed Martinwind profiler. Thisinstrument wasdesigned around, andiscompletely
dependent on, communi cations with a GOES Data Collection Platform (DCP) transmitter produced by Synergetics,
nolonger in existence. Regarding datacollection, software was produced to emul ate the communi cations protocol of
the Synergetics unit to the Lockheed profiler, while allowing any modern GOES DCP unit to actually be connected
to the system. In 2003 it was necessary to acquire and produce software for the three GOES transmitters certified
for high datarate (1200 baud) operations.

The CAP central processing system was re-engineered using modern technology and moved from an aging Sun
workstation onto newer Intel-based hardware running Red Hat Linux. Every attempt was madeto produce reusable,
platform-independent code. Thisis expected to be the first of other such types of upgrades in the future.
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In the area of software quality control, all programs written by the branch over the last several years have been
consolidated into a source code tracking and versioning system. A unified build and distribution process has been
created to simplify theinstallation of software and decrease the possibility of configuration errors. Figure 61 shows
the Software Build Guide onthe NPN Intranet. Software quality assuranceisbased ontheideaof unit testing, which
presents a challenge in trying to find the resources to retrofit this concept to existing code.

A new design for monitoring and processing data provides adatabase model that employs softwareto find problems
at product creation time, instead of relying on end-usersto notify the Demonstration Division of problems.

Another integral goal reached in 2003 was to extend and enhance a Web-based operational control interface to
programs, using the Web-based Heartbeat Control Processes interface shown in Figure 62.

A strategy for processing profiler and other meteorological datawasimplemented that allows datato flow through a
chain of processesthat can be modified while running, as shown in Figure 63. Thus, the system does not have to be
stopped to implement changes; instead a prompt, "Error! Reference source not found,” shows the general data path
of the system.

An assessment of the reusability of existing display software was completed.
NPN and CAP data covering one year became available on the NPN Website.

Commercial satellite Internet communications were installed at four NPN sites as part of a High-Performance
Computing and Communications (HPCC) grant to evaluate the effectiveness of this method as a replacement for
direct-connect phonelines.
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Anintegral part of the HPCC feasibility evaluation involved completion and testing of ageneral purpose serial data
client-server component.

Datasetsto the National Weather Service Telecommunications Gateway (NWSTG) were unified through consolida-
tion of CAP data messages and NPN data messages under a single header.

Projections

TheVAX Cluster Hub is being replaced with amodern distributed data collection and processing system. Thelong
list of remaining milestones below is expected to be met during 2004:

» Move CAP operations out of the Engineering and Field Support Branch into the Network Monitoring Branch
* Design the interface for the processing chain

* Tranglate averaging "raw" datainto hourly averages

» Compute Hub-style surface meteorological quality control

* Calculate Bird Algorithm quality control

« Perform Nyquist velocity interval unfolding

* Implement coherent interference removal

* Assist in finishing the design of the product subsytem

« Collect and send 6-minute raw "product instance"

* Record the receipt and location of the raw data product and monitoring information
* Collect and send 60-minute raw GOES "product instance”

« Design and integrate scheduling into product database

» Compose "old style" WMO BUFR messages

» Scheduletaskschronologically

* Monitor raw 6-minute and GOES 60-minute NPN products

* Monitor new-style and old-style WM O BUFR messages

Several GOESDCPtransmitterswill beaddedtothelist of those supported by thegeneral purpose GOEStransmission
package.

The HPCC Satellite Communications Study and Evaluation will be completed, and recommendations will follow
regarding itsviability asareplacement for dedicated phonelines. Thisevaluation will center on the effect of weather
onthetransmission of datain varying locationsacrossthe United States. The correlation of satellite-transmitted data
to landline-transmitted datawill also be examined.
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GPS-Met Observing Systems Branch
Seth |. Gutman, Chief

Objectives

The GPS-Met Observing Systems Branch was formed in response to the need for improved moisture observations
to support weather forecasting, climate monitoring, and research within NOAA. Reliable assessments of weather,
climate, the space environment, and geodetic phenomena are created and disseminated using a new upper-air
observing system technique to support advanced short-term warning and forecast services. The dataand techniques
that the branch devel opsand implementsal so support seasonal tointerannual climateforecastsand the predictionand
assessment of decadal to centennial climate change. Due to an unanticipated synergy between the requirements for
atmospheric remote sensing and the more traditional applications (positioning, navigation, and time transfer) of the
Glaobal Positioning System (GPS), saf enavigationispromoted by providing GPSand other observationstotheNational
Geodetic Survey (NGS) Continuously Operating Reference Station (CORS) network, theU.S. Coast Guard (USCG),
U.S. Department of Transportation (DOT), and other GPS users in the public and private sectors.

Theprimary objectivesareto defineand demonstratethe maj or aspectsof an operational ground-based GPSintegrated
precipitable water vapor (IPW) monitoring system, facilitate assessments of the impact of GPS meteorological data
on weather forecasts, assist in the transition of GPS-Met to operational use within NOAA, and encourage the use of
GPSin atmospheric research and other applications. The branch utilizesthe resources and infrastructure established
to operate and maintain the NOAA Profiler Network (NPN) to achieve these objectives at low cost and risk. The
branch collaborates with other FSL divisions to achieve objectives of mutual interest and benefit the laboratory, its
customers, and its partners.

The branch has successfully demonstrated all major elements of areliable, low-cost continuous upper-air observing
system that complements other operational and future ground- and space-based observing systems. Newly adapted
information network toolsand techniquesacquire and process GPS and surface meteorol ogical datafrom NOAA and
other public, private, and international partners. This capability has permitted rapid expansion of GPS-Met coverage
at extremely low cost. Thebranch hasbeen heavily involvedin devel oping andimplementing environmental expertise
and technologiestoimprove NOAA’ sability to serveitscustomersand forgestronger tieswithitspartners, especially
the Nationa Weather Service (NWS), National Environmental Satellite Data Information Service (NESDIS),
Department of Transportation (DOT), and National Aeronauticsand Space Administration (NASA). Inthepast year,
our collaborations have extended to government agencies and institutions in Canada, Europe, and Japan.

Accomplishments

The GPS-Met project concentrated on the following activitiesin 2003:
» Expansion of the GPS-Met network to facilitate assessment of GPS-IPW observations on weather forecast
accuracy
« | nvestigation of how integrated observati ons(of which | PW isjust oneof many) arehandledin numerical weather
models
« Evaluation of thefeasibility of using meteorological modelstoimprove GPS positioning accuracy
» Demonstration of the use of GPS observationsto quality control rawinsonde moisture profiles
eInvestigation of the relationships between GPS-1PW retrievals and TPW estimated from satellite (GOES and
Aqua’AIRS) instruments.
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An invited paper was presented at an international workshop in Tsukuba, Japan, two peer reviewed papers were
published in refereed journals, papers were presented at the Annual American Meteorological Society Meeting, and
briefings and presentations were made to humerous organi zations throughout the year.

Expansion of the GPS-Met Network

GPS Surface Observing System (GSOS) meteorological packages wereinstalled at 3 Nationwide Differential GPS
sitesand 4 U.S. Coast Guard sites during 2003. This brought the number of “backbone” sitesin the network to 117,
withagoal of reaching about 200 sitesnationwideby 2005. Anadditional 72"“infill” siteswereadded (mostly belonging
to state departments of transportation), bringing the total number of sitesin the network to 289 by the end of 2003.
Figure 64 shows the configuration of the GPS-Met network, including backbone sites operated by U.S. federal
agencies (identified by triangles) and infill sites operated by other government agencies, universities, and the private
sector (identified by circles). The growth of the network in 2003 isillustrated in Figure 65.

Figure 64. GPS-Met
Network at the end of
2003. Triangles identify
" backbone sites” owned
and operated primarily
by U.S federal agencies.
Circles identify “infill
sites” used for network
densification.
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Figure 65. Growth of the
GPSMet network in 2003.
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Impact of GPS Water Vapor Data on Weather Forecast Accuracy

The GPS-Met Observing SystemsBranch assisted FRD’ sRegional Analysisand Prediction Branchinperformingthe
sixth consecutive assessment of the impact of GPS IPW retrievals on weather forecast accuracy. The annual
assessments are data denial experiments using the 60-km version of the Mesoscale Analysis and Prediction System
(MAPS), aresearch version of the operational Rapid Update Cycle numerical weather prediction model (RUC2)
currently running at the National Centersfor Environmental Prediction (NCEP). The 60-km MAPS model wasagain
run in a 3-hour data assimilation/forecast cycle over the central U.S. Each forecast cycle used the same boundary
conditions and observations (including rawinsondes, surface, aircraft, wind profiler, and GOES precipitable water).
Theonly difference wasthe addition of GPS IPW (integrated precipitable water) observationsin asecond “ parallel”
run. The 3-hour relative humidity forecasts (with and without GPS) were compared with twice daily rawinsonde
observations at 17 NWS upper-air sitesto assess the improvement in the relative humidity (RH) forecast accuracy
at 4 pressure level s (850 hPa, 700 hPa, 500 hPa, 400 hPa, and 300 hPa). A summary of GPS-Met impact assessment
comparisons over the past 6 years showed improvement in 3-hour forecast accuracy as a function of the number of
GPS stations used in the datadenial experiments: 18in 1998 and 1999, 56 in 2000, 67 in 2001, over 100in 2002, and
over 200in 2003. Theimprovement in 3-hour RH forecast skill in 2002 as afunction of the month of year is shown
inFigure 66. Notethat thereisadefinite seasonal modality on the magnitude of theimpact at 850 hPathat isnot seen
at 700 hPa. Thereasonsfor thisare under investigation, but run-by-run verification clearly showsthat impact at this
level varieswidely and is greatly affected by local weather regimes.

Themagnitude of 3-hour forecast improvement isrelatively small in absol uteterms(5.4% at 850 hPa) becauseresults
from all days, including those when the addition of GPS has little or no impact on the forecast, are included in the
calculation of the statistics. In fact these low (and occasionally negative) impact cases constitute the majority of the
events, and occur whenever the moisture field is not changing rapidly and iswell described by the model using the
current suite of operational observing systems. However, since a mgjor goal of modern weather prediction is to
improveforecastsof severeweather, and thisisprecisely when GPS makesitsgreatest contribution, all-weather high
temporal frequency precipitable water vapor observations from GPS will make a significant contribution to the
composite upper-air observing system of the future.

850 hPa Relative Humidity 700 hPa Relative Humidity
Figure 66. Improvement in 15— ————— : . .
3-hour RH forecast skill in |3 ol <k Figiec)
2002 as a function of month
of year. Percent improve-
ment in RH is defined as 1-
*100 (3 hour forecast er-
ror with GPS, 3-hour fore-
cast error without GPS).
There is a definite seasonal
modality on the magnitude
of the impact at 850 hPa
that is not seen at 700 hPa.
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A Web-based application was developed to facilitate the evaluation of GPS observations and NWP model
performance over the RUC CONUS region. As shown in Figure 67 (http://waylon.fsl.noaa.gov/cgi-bin/ruc20/
ruc20.cgi), this application allows users to interactively compare GPS-IPW retrieval s with various satellite images
and PW analyses and forecasts from the 20-km version of the RUC (RUC20) model. An online archive contains
approximately 2 monthsof datatofacilitateinvestigationsof interesting casesor events. Thisapplicationisal so useful
for comparing precipitable water forecasts with and without GPS-IPW retrievals. Figure 68 shows a comparison of
3-hour RUC20 precipitable water forecasts with and without GPS-IPW over a 90-day period, between 25 July and
22 October 2003. The 3-hour forecasts from the RUC model version that assimilates GPS not only have smaller RH
errors a levels below 500 hPa but also have smaller IPW errors.

Quality Control of Rawinsonde Moisture Observations

Most of our information about the distribution of moisturein the upper atmosphere comesfrom the global network of
nearly 900 upper-air stationsthat launch rawinsondeson aregular basis. About 600 of these stations, |located mostly
in the Northern Hemisphere, launch rawinsondes at 0000 UTC and 1200 UTC each day. The NOAA National
Weather Servicelaunches rawinsondes from 92 stations: 69 in the conterminous United States, 13in Alaska, 9inthe
Pacific, and 1in Puerto Rico. Although quality control of all atmospheric observationsisimportant, itisessential for
rawinsondes, because our principleunderstanding of thedistribution of moisturein theupper atmosphere comesfrom
these in situ measurements, and they form the basis of intercomparison, calibration and validation of most other
measurements, observing systems, and atmospheric models.
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Figure 67. Web-based application to assist users in comparing GPS retrievals with satellite images and RUC
model precipitable water estimates, at http://waylon.fsl.noaa.gov/cgi-bin/ruc20/ruc20.cgi.
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The characteristics of GPSwater vapor observing systems and the accuracy of GPS-IPW retrievalscomefrom long-
term comparisons with other moisture observing systems, especially rawinsondes. Most of the NOAA GPS-Met
studies have been carried out at the Department of Energy Southern Great Plains (SGP) Atmospheric Radiation
M easurement (ARM) Cloud and Radiation Testbed (CART) facility near Lamont, OK. Comparisons between GPS
and radiosonde-derived precipitable water at the ARM CART site between 1996 and 1999 reveal no long-term bias,
and astandard deviation of the differences of about 2 mm for precipitable water. Comparisons by other institutions
around theworld arefully consistent with thisresult, and together indicate that the accuracy of GPS-IPW retrievals
is comparable to radiosonde precipitable water measurements made under research or experimental conditions.

Theexpansion of the GPS-Met network in 2002 and 2003 resultedinarel atively largenumber of GPS-M et sites(about
40) fallingwithin 50 km of an NWSupper-air site. Thisfortuitoussituation provided, for thefirst time, an opportunity
to compare GPS IPW retrievals with operational rawinsondes on aregular basis. The locations of 9 upper-air sites
within 50 km of aGPSreceiver wereeval uated for 90 daysbetween 24 July and 21 October 2003. Theresultsindicate
that when outliers (defined as a sonde measurement that exceeds 2* RM S difference) are removed from the dataset,
the statistics are closer to those obtained over several years of independent tests at the ARM CART site, aswell as
during the IHOP 2002 campaign. Remaining differences can be explained in terms of GPS measurement errors,
rawinsonde moisture measurement errors, and/or real differences in the observed atmaospheric moisture structure
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Figure 68. Comparison of 3-hour RUC20 model precipitable water forecasts with and without GPS IPW
retrievals for the 90-day period from 25 July to 22 October 2003. Plotted data derived from same Web-based
application mentioned in Figure 68. The vertical axis represents the number of comparisons.
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betweenthe GPSreceiversand the NWSupper-air sites(<50 km), compared with those conducted at theARM CART
site(<10km). Thoughthebest way to minimizemeasurement error and uncertainty isto collocatethe GPSand upper-
air site, and use accurate surface meteorol ogical sensors at the GPS siteto retrieve PW from the tropospheric signal
delay, we proposethat thisresult (difference <2.5 mm) constitutes an upper limit on the expected difference between
an operational rawinsonde moisture sounding and a GPS observation at synoptic times.

With thiscriterion, it was possible to evaluate an actual case that occurred on 1 November 2003, namely the launch
of the 1200 UTC rawinsonde at Blacksburg, Virginia. Figure 69 showsaplot of PW differences betweenthe RUC20
model analysis (with GPS) madeat 1200 UTC and a1-hour forecast valid at 12200 UTC, but madeat 1100 UTC. The
main features on thismap arethelarge bull’ seyein thevicinity of the NWS upper-air site at Blacksburg (RNK), and
thesmaller oneinthevicinity of theDetroit/WhiteL ake, Michigan, upper-air site(ILN). Thisplot highlightsdifferences
betweenthe 1-hour predictionsof PW (cal culated by integrating RH at all level sinthemodel) and PW calculated using
the analyzed moisture field that included RH measurements from the 1200 UTC radiosondes. Assuch, it represents
the departure from expected PW caused by information available at 1200 UTC that was unavailable an hour earlier.
In both cases, the color of the bull’ seyesindicatesthat the forecast |PW was more than 9 mm drier than the analysis.
The conclusions in this case are also applicable to ILN, located approximately 400 km northwest of RNK.

RUC 20 w/GPS 1—h Forecast —
_ Valid: 01-MNov—03 1(2:00 utC

Analysis

> 1.
Model PW Ditferenco '(mln)

Anglyzie Cloger to GPS: 15 Mean: 4.37 RMS: 7.27 Ne, Comp: 71
Forecost Closer to PS: 54 Mean: -0.46 RMS: 1.71 Ne, Comp: 71
Some: 2

tissing: 3

Figure 69. Precipitable water differences between the RUC 1-hour forecast valid at 1200 UTC (but made at
1100 UTC), and the PW analysis made at 1200 UTC 1 November 2003.
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Figure 71 showstheimpact of the 1 November 1200 UTC moisture sounding onthe RUC20 model. GPS-IPW values
areplottedinblack, the1-hour RUC predictionisplottedinblue, andtheRUC analysisisplottedinred. PW calcul ated
from the RNK rawinsondes are plotted as green diamonds. At 1200 UTC, the sonde providesaPW observation that
is about 4 times higher than the value observed by the GPS or predicted by the model. Since rawinsonde moisture
observationsarehighly weighted, themodel honorsthisobservation and theanalysisspikes. Anhour later, the 1-hour
forecast includesthemoistureinformationfromtheanalyzedfield, andit too spikes. Except for the GPS observations
that areindependent from therawinsondes, no other informationisavail ableto validatetheaccuracy of the1200UTC
sounding. The region of influence of this event encompasses almost all of Virginiaand West Virginia, an area of
approximately 174,000 squarekilometers (67,000 square miles).

Finally, theimpact of thisevent on subsequent precipitablewater forecastsisillustrated in Figure 70a. Theversion of
the RUC not assimilating GPSdata(pl otted in blue) spikestowardthesondeobservationat 12 UTCand, intheabsence
of significant additional information, startsto descend (albeit slowly) toward the GPSIPW values of whichit hasno
knowledge. Twelvehourslater (0000 UTC on 2 November), another rawinsondeislaunched at RNK and, onceagain,
the magnitude of the moisture sounding exceeds the GPS observation, thistime by about afactor of two. Following
this, 3-hour precipitable water forecasts continue to decrease in magnitude. At 1200 UTC on 2 November, the
rawinsonde PW measurement isin close agreement with the GPS observations, and the model without GPS closely
tracksthe GPSobservationsuntil 0000 UTC on4 November, whereit agai n encountersamoisturespikeinthesounding
and the cycle repeats itself.

Itisinstructiveto compare the 3-hour forecast behavior of the RUC20 not assimilating GPS with the version that is
doing so. One can seein Figure 70b that the forecast derived from the model assimilating GPS IPW spikes 3 hours
after the 1200 UTC rawinsonde on 1 November and quickly returnsto the level of the GPS observations. The same
istrue of the 0000 UTC eventson 2 and 4 November. Thetentative conclusion thereforeisthat the GPS observations
made close to upper air facilities are capable of detecting questionable rawinsonde moisture soundings with high
reliability and virtually nofalsealarmrate.

Projections

In 2004, wewill concentrateon further expansion of the GPS-Met network. Theemphasiswill beon adding backbone
sites to the network, and infill sitesin the western United States.

In collaboration with the Forecast Research Division (and hopefully with NCEP), research will continue on the
assessment of GPS impact on weather forecasts, and incorporation of GPS water vapor observations into NOAA
operational models.

Work on GPS-Met applications will continue, with a high priority given to understanding the events/causes of
erroneously high rawinsonde moisture observations.

High priority will also be given to working with the NWS Storm Prediction Center to produce GPS precipitablewater
change mapsto assist them in tracking the return flow of moisture off the Gulf of Mexico over astablelayer, andin
trying to improve their forecasts of where severe elevated convection will form. Water vapor time changefields (1,
2, and 3 hours) are expected to give forecasters an idea of where moisture is converging, which will help them infer
where the moist boundary layer is deepening with time and where the first storms are likely to form.
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Anather application of GPS-Met that has significant operational utility for NOAA isthe use of GPS observationsfor
global satellite calibration and validation. GPS providesatotally independent estimate of integrated moisture, andis
a powerful constraint on the simultaneous retrieval of moisture and temperature from satellite radiances. To
accomplish this, wewill continueto work with NESDI S Office of Research and Applicationson AIRS comparisons
and with FSL/FRD on GOES sounder comparisons. |n both cases, thegoal istotry to makeasignificant contribution
to NPOESS and GOES-R risk reduction activities.

Finally, the branch will collaborate with the Space Environment Center (SEC) in two areas of mutual interest. The
first is development of an operational ground-based GPS observing system for space and tropospheric weather
observations. The second is on the use of space and tropospheric weather models to improve lower-accuracy (10—
100 cm) real-time GPS positioning and navigation accuracy.

GPS Obs and RUC Model Comparisons for BLKY
03304 — 03309

10/31 11/01 1/02 11/03 11/04 11/08
Date (m/d, UTC)

GPS Obs RUC w/GPS Analysis RUC w/GPS 1 Hr Fest

L L L N B N RADBS — Blacksburg, VA (RNKB)

4
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Figure 70. a, above) A precipitable water (PW)
forecast time series created from the RUC ver-
sion assimilating GPS. The analyses are plotted
in red, 1-hour forecasts in blue, GPS observa-
tions in black, and PW from the Blacksburg, VA,
(RNK) sondes as green diamonds;

b, left) A 3-hour PW forecast time series created

10/31 1/01 e - U1T1C/)03 11/04 105 from the RU_C ve_rsion assimilating GPS (red),

’ and the version without GPS (blue). GPS obser-
GPS Obs RUC w/GPS 3 Hr Fest  RUC w/o GPS 3 Hr Fest vations are plotted in black, and PW from the
RAGBS — Blacksbur, VA (RNKE) RNK' sondes as green diamonds.
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Facilities and Systems Administration Branch
Bobby R. Kelley, Chief (through March 2004)

Objectives

The objectives of the Facilities and Systems Administration Branch are to manage and support the Demonstration
Division communications and computer requirements. Duties involve systems operations, systems maintenance,
systemsadministration, network administration, NOAA Profiler Network (NPN) tel ecommuni cationsadministration,
and GPS-Met project support.

Accomplishments

Progressisunderway toward decommissioning two micro-VAX clusters, running VM S 5.5, that have been used for
processing and distributing NPN data for about 15 years. Thiswork, to be completed late 2004, is part of aplanto
modernizetheNPN processing system (Figure 71) for morerobust production, backup, and devel opment environments.
Thebackup environmentisamirror imageof theproduction environment. Any component of thebackup environment
canbeimplementedin placeof production componentswhen needed, providing theability to performroutineor urgent
system maintenance. Also, real-time processing can be switched to the entire backup environment if and when
necessary. The development environment comprises a separate set of equipment used for software development,
maodification, maintenance, andtesting. The processing systemsin each environment areoff-the-shelf PCworkstations
or serversusually running Red Hat Linux, except for one workstation running Microsoft Windows X P Professional
in each environment that handlesinterprocess communication. Asafirst step toward configuration management of
thenew processing system, baselinesystem configurationswereestablished to ensurestability and reliability. Ongoing
configuration management requires testing of system and
application softwareinstallations, updates, and patchesin the
development environment beforeinstalling on the production
and backup environments, and before creating a new system
configurationbaseline.

Figure 71. New NPN processing system construction in
progress.




Demonstration Division — Facilities and Systems Adminstration Branch

All SunMicrosystemsequi pment hasbeen decommissioned, and asnoted above, PC hardwareistheplatformof choice
becauseit iscapable of great performance at reasonable cost. Thisistruefor both the NPN processing environments
and the GPS-Met project.

Another implementationisnew network hardwareto replace hardwarethat wasbeyond end-of-life support. Thenew
components allow connectivity to the new Gigabit Ethernet infrastructurethat isnow the backbone of the network at
the David Skaggs Research Center. Network configuration and management were aso improved with a browser-
based user interface on the new hardware. These new components also enable low-cost expansion of the division
network as needed.

Day-to-day work includes new component install ations and system configuration on the division network, network
problemisol ation and mai ntenance, system configuration modificationsto meet divisionrequirements, system problem
isolation and maintenance, in-house tel ecommunications maintenance or coordination of contracted maintenance,
peripheral installation and configuration, computer and network security, preventive maintenance, information
technology purchasing, and routine file system backups. After five years of service, al desktop workstations were
replaced with new systems running Microsoft Windows XP Professional.

A primary focusof the Facilities M anagement and Systems Administration Branch iscomputer and network security
responsibilities: ensuring system and dataintegrity and maintai ning dependable NPN and GPS-M et dataacquisition,
processing, and distribution. Information Technology security requires constant vigilance by the branch staff and
divisioninvestment infirewall hardwarethat has beenimplementedinthe FSL network. Full-time (24/7) operations
coverageisprovided during normal workdaysthroughtheBoulder Profiler Control Center and viapager during nights,
weekends, and federal holidays.

Datatelecommunicationsresponsibilitiescover 38 NPN datacircuitswithinthelower 48 statesand in Alaska. These
circuitsare point-to-point landline connections provided by AT& T through acontract held by the Department of the
Interior, Minerals Management Service. Investigation isongoing to determinetheviability and cost effectiveness of
aternativessuch assatellite-based I nternet to provide future communications services. Satellite-based communica
tionstestingisongoing at four geographically dispersed sitesin order to determinetheeffectsof varying meteorol ogical
conditions. The sites are Medicine Bow, Wyoming; Wood Lake, Minnesota; Haviland, Kansas;, and DeQueen,
Arkansas. Satellite-based Internet could provideexcellent flexibility for adding new sites, providing greater bandwidth
than existing landline circuits, and reducing communications costs by as much as 50%.

Projections

The branch will maintain current operations and ensure continuous and dependable acquisition, processing, and
distribution of NPN and GPS-Met data to al customers. Work will continue on development and testing of the
modernized NPN processing system, withinitial parallel operationswiththelegacy processing system beginninginJune
2004. 1T security isanecessary and ongoing commitment. Alternativecommunicationsoptionswill beevaluatedfor
NPN and GPS-Met data acquisition and remote system control, with the goal s of increasing bandwidth and reducing
future communications costs.
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Systems Development Division
U. Herbert Grote, Chief
(Supervisory Electronics Engineer)
303-497-6110

Web Homepage: http://www-sdd.fsl.noaa.gov

Michael F. Barth, Computer Specialist/Technical Advisory, 303-497-6589
C. Deanne Bengston, Secretary (OA), 303-497-6258
Leon A. Benjamin, Programmer Analyst 111, 303-497-6031
Darien L. Davis, Computer Specialist/Technical Advisory/
Chief, Advanced Systems Development Branch, 303-497-6347
James W. Fluke, Programmer, 303-497-3050
ChrisGolden, Computer Speciaist, [nolocal phone] 413-586-6137
Richard T. Jesuroga, Physical Scientist/Lead, NWS Projects Group, 303-497-6936
Xiangbao Jing, Professional Research Assistant, 303-497-6112
PatriciaA. Miller, Mathematician/Chief, Scientific ApplicationsBranch, 303-497-6365
Gerard J. Murray, Computer Specialist, 303-497-3053
John C. Osborn, Technica Documentation Specialist, 303-497-6511
James E. Ramer, Meteorol ogist, 303-497-6341
Wilfred G. von Dauster, Visual Information Specialist, 303-497-5392
Joseph S. Wakefield, Meteorol ogist/Chief, Evaluation and Support Branch, 303-497-6053
SusanM. Williams, Computer Specialist, 303-497-5721
J. Randall Wood, Systems Administrator, 303-497-3981

(The above roster, current when document is published, includes government, cooperative agreement,
commercia affiliate, and visiting scientist staff.)

Address:

NOAA Forecast Systems Laboratory — Mail Code: FS4
David Skaggs Research Center
325 Broadway
Boulder, CO 80305-3328
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Systems Development Division

Objectives

The SystemsDevel opment Division performsexpl oratory devel opment of advanced system conceptsand technol ogy
for meteorol ogical display systems, and worksclosely with other divisionsin transferring theseinto operations. Past
explorationshaveincludedinvestigation of new techniquesfor user interfaces, datadisplay, system architectures, and
software design and programming. The most recent exploratory work includes the use of Linux for meteorological
workstation devel opment, interactive 3D data visualization, and graphic tool development for remote collaboration.
SDD develops operational prototype systems using these new techniques and technologies, and performs limited
operational eval uation and testing of these systems. Thisdivision collaborateswith other FSL groupsto extend these
prototype systems and to incorporate capabilities developed in other divisions to meet the operational needs of
forecasters. Customers of these systems are domestic agencies such as the National Weather Service (NWS) and
the U.S. Air Force (USAF), and international organizations such the Taiwan Central Weather Bureau (CWB) and
the Korean Meteorological Administration (KMA).

Another focusisthe development of scientific applicationsfor these meteorol ogical display systems. A key activity
isthedevel opment of advanced analysi sand quality control techniquesfor real-timeobservational data. Theobjective
istoprovidereal-timeaobservations, dependablequality control information, and the necessary tool sto accessand view
thedata. The Quality Control and Monitoring System (QCMS) provides usersand suppliers of hydrometeorol ogical
observations with readily available quality control statistics. Two surface assimilation systems, the MAPS Surface
Analysis System (MSAS) and the Rapid Update Cycle Surface Assimilation System (RSAS), provide direct
measurements of surface conditions and give crucial indicators of potential for severe weather. In addition, the
Meteorological Assimilation Datalngest System (MADIS) providesquality-controlled observationsand dataaccess
software to university and government data assimilation researchers.

FSL'scontinuing support to AWIPSincludesan exploratory devel opment project called FX-Collaborate (FXC) which
providesinteractivefeaturessuch asdrawing and annotationtool s, achatroom, and acapability for sharinglocal datasets
between sites. FX C applicationsincludeweather forecast coordination between offices, classroomtraining, briefings
from NWS to other government agencies, field experiment support, and research coordination.

The division comprises three branches and one group:

Advanced Systems Development Branch — Designs and develops interactive weather display systems for
operational use and prototype systemsfor operational demonstration.

Scientific Applications Branch — Develops and implements scientific software systems designed to improve
weather forecasting by taking advantage of opportunities offered by recent advances in meteorological
observationsand information systems.

System Evaluation and Support Branch — Provides software testing, configuration management, and support
servicesto thedivision that include staging of major new systemsand assisting project leaderswith their dataand
display needs.

NWS Projects Group — Conducts research and develops technology for the exchange of critical weather
information among the NWS offices and between the NWS and the community.
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Advanced Systems Development Branch
Darien Davis, Chief

Objectives

The Advanced Systems Development Branch designs and develops software that enables weather forecasters to
display andinterpret meteorol ogical data, and efficiently monitor and control thefunctionsof ingest and display systems.
State-of-the-art hardware and software technology is explored while also supporting operational National Weather
Service (NWS) systems.

Accomplishments
FX-Advanced/AWIPS

During 2003, work continued, in cooperation withthe NWS, onthe D2D meteorological display and text components
of the AWIPS Weather Forecast Office (WFO) system. AWIPS Operational Builds (OB) 1, 2, and 3 were al
addressed, as follows.

AWIPS OB1 wasinstalled at most NWSfield officesin the spring of 2003. Key features developed by FSL include:
» Added polar orbiter (POES) soundingsto thelist of soundings availablefor display.
« | ngested anew product availablefromtheWSR-88D radar to display high-resol ution (8-bit) storm-rel ativemation
(SRM) data. SRM isnow computed fromthe8-bit velocity, and thelast motionistracked using either the Distance
Speed tool or WarnGen.
» Added fire weather product support to the WarnGen tool, including a fire weather danger statement, red flag
watch/warning, and a new fire weather zones map.
« Enabled the LDAD function to process data from local profilers and rawinsondes.
* Created the ability to processM DCRS (automated aircraft reports), including availability plots, plan view plots,
and ascent/descent soundings.
» Added anew meteogram feature that allows oneto look at a collection of common surface weather parameters
in a stacked time series form.

AWIPS OB2 was installed at most NWS field offices in the fall of 2003. Key features developed by FSL include:
» Added GOES high-density winds on the Satellite menu. Plots are stratified by reference dataset (e.g., WV, vis,
7 micron sounder) and by level (200 mb, 300 mb, etc.).
» Added anew high-resolution mesocylonegraphic product availablefrom WSR-88 radar, with updatesafter each
tilt is processed.

AWIPS OB3 softwarewas completed late 2003, and will be deployed by mid-2004. The main upgrades devel oped by
FSL include:
* Replaced the dialout mechanism for AWIPSradar productswith arequest from neighboring sitesonthe AWIPS
network.
» Added plots of windsfromthe QUikSCAT satellite to the observations (Obs) menu. These scatterometer winds
appear over ocean areas.
» Added new Climate Prediction Center (CPC) temperature and precipitation anomaly forecast displays.
» Now provide support for new radar volume coverage patterns (V CPs).
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Range Standardization and Automation (RSA) Program

Aspart of the Air Force Range Standardi zation and Automation (RSA) project, FSL isworking with Lockheed Martin
to provide an AWIPS-like weather workstation supporting space launch operations. During 2003, additional local
datasetswereaddedtothe RSA OB1 system, especially productssupporting lightning di splay and detection. Thesystem
integrated threetypesof lightning displays—afield mill instrument outputting el ectricvoltage, alocal lightning position
analyser, and alightning detection system. Thissystem integrates ahighly real-time dataset with a3-D display of the
lightning detection output. Morethan 30,000 pointscan be detected every minute, warranting adisplay within seconds
of database population. It was a huge challenge to integrate this system into the AWIPS software, and it has been
deployed and isbeing tested.

Linux Developments

FSL continuestodevel oplow-cost meteorol ogical workstation capabilities. A Unix PCworkstation devel oped over 10
yearsago isstill being used (with moderate enhancements) by the Central Weather Bureau in Taiwan to support their
daily forecast operations. NWS hasfully embraced using Linux on low-cost computers asits next-generation AWIPS
processors. FSL continuesto support thistransition by expl oring architectural improvementsto accommodate changes
intechnology and user requirements. Software was devel oped to assist inthetransition of field systemsfrom Hewl ett-
Packard workstations and serversto Linux PCs. New architecture conceptswere explored, including the use of RAM
disks and multicast technology for distributing data to workstationsin order to make the system more responsive in
servicing user requests.

Projections
FX-Advanced/AWIPS

Continuingsupportwill beprovidedtotheNational Weather Serviceduringthefielding of AWIPSBUildsOB3and OB4,
and devel opment and testing of OB5. Key devel opment taskswill includeimplementing new V TEC warning support
and ingesting TDWR (Terminal Doppler Weather Radar) data. System performance issues will continue to be
addressed.

Linux
A full Linux-based WFO architecturefor testing at the Boulder office will beimplemented during 2004. Plansareto
collaborate with all laboratories contributing to the AWIPS baseline architecture to demonstrate the enhanced
performance gains from this hardware technology infusion.

RSA
Software based on AWIPS OB4 will beinstalled at the Ranges, and the Advanced Systems Development Branch will

assistLockheed Martinwithinstallation andtesting. Devel opment of additional functionality (archiving, additional data
displays) will continue, and user training and documentation will be provided.
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Scientific Applications Branch
Patricia A. Miller, Chief

Objectives

TheScientific Applications Branch wasestablished to devel op and implement scientific software systemsdesigned to
improve weather forecasting by taking advantage of opportunities offered by recent advances in meteorological
observationsandinformationsystems. Supportisprovidedforthe AWIPSMesoscal e Analysisand Prediction System
(MAPS) Surface Assimilation System (MSAS), the NCEP Rapid Update Cycle (RUC) Surface Assimilation System
(RSAS), and FSL's Meteorol ogical Assimilation Data Ingest System (MADIS).

MSAS and RSAS

TheM SASand RSA Sexploit theresol ution of surfacedataby providingtimely and detailed gridded fields, or analyses,
of current surfacedata. Surfaceanalysesarecritical toweather forecasting becausethey providedirect measurements
of surface conditions, permit inference of conditionsaloft, and often give crucial indicators of the potential for severe
weather. MSAS runs operationally at modernized NWS Weather Forecast Offices (WFQOs) as part of the AWIPS
workstation. RSAS runs operationally at NCEP.

Assurface analysis-only systems, MSAS and RSAS have the advantages of speed and closer fit to the observations.
Thesystemsproduce one-level, analysis-only gridsand therefore require very few computeresources. Also, because
the systems do not initialize aforecast model, their analysisis performed on the actual surface terrain and not along
amodel topography. Hence, nomodel surface-to-station elevation extrapol ationsarerequired, all surfaceobservations
may be used, and the fit to the observationsis maximized. In addition, MSAS and RSAS incorporate elevation and
potential temperature differences in the correlation functions used to model the spatial correlation of the surface
observations, which hel ptotakeinto account physical blocking by mountainousterrain, andimprovetherepresentation
of surface gradients.

Stationstypically ingested by M SA Sand RSA SincludeMeteorol ogical AviationReports(METARS), SurfaceAviation
Observations (SAOs), Coastal Marine Automated Network (C-MAN) observations, surface reports from fixed and
drifting buoys, ships, and the NOAA Profiler and Ground-based GPS Networks, aswell as surface observationsfrom
available local mesonets. Sophisticated quality control techniques are employed to help screen the surface
observations. On AWIPS, the results of these techniques are passed to the AWIPS Quality Control and Monitoring
System (QCMS).

MADIS

MADIS was established at FSL for the purpose of supporting meteorological research and operations by sharing
observations and observation-handling technology with the greater meteorological community. Observations are
essential toall areasof weather analysisand prediction. Whenviewed by trained forecasters, for example, they provide
adirect indication of the current atmospheric conditions and enable the forecasters to detect and follow weather
disturbancesandtointerpret critical detail about theformation and movement of maj or meteorol ogical phenomenasuch
as precipitation, severe storms, and flight-level turbulence. Observations also form the "initial" conditions for data
assimilation systems which produce the objective, numerical weather prediction outputs heavily used in all areas of
weather forecasting. Outsidetheworld'smajor meteorol ogical centers, however, accessto these observationshas not
awaysbeen readily available.
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Tofill thisneed, MADISwasestablished to make val ue-added dataavail ablefrom FSL's Central Facility with thegoal
of improving weather forecasting, by providing support for dataassimil ation, numerical weather prediction, and other
meteorol ogical applicationsand uses.

Observationsin the database are stored with a series of flagsindicating the quality of the observation from avariety
of perspectives(e.g., temporal consistency and spatial consistency), or more precisely, aseriesof flagsindicating the
results of various quality control (QC) checks. Usersof MADIS can then inspect the flags and decide whether or not
toingest the observation.

MADISalsoincludesan Application Program I nterface (API) that providesuserswith easy accessto the observational
information. The API allows each user to specify station and observation types, as well as QC choices and domain
andtimeboundaries. Many of theimplementation detail sthat ari sein dataingest programsareautomatical ly performed.
Users of the MADIS API, for example, can choose to have their wind data automatically rotated to a specified grid
projection and/or choose to have mandatory and significant levels from radiosonde data interleaved, sorted by
descending pressure, and corrected for hydrostatic consistency.

Accomplishments
MSAS and RSAS

Staff in the Scientific Applications Branch released several versions of MSAS and RSAS in 2003 to support the
operational requirements of the NWS at NCEP and on AWIPS. The most significant accomplishments last year,
however, were the configuration and implementation of an MSASversion for the Korean Meteorological Adminis-
tration (KMA) Forecaster’ s Analysis System (FAS), and the continued devel opment of the QCM S Browser, a new
AWIPS software package for the display of observation quality control results produced by MSAS for the AWIPS
QCMS.

Based on FSL's WFO-Advanced meteorological workstation, the KMA FAS isintegral to meteorological modern-
ization effortsin Korea. In 2002, the FA Sbecame operational at KM A and wasalso deployed at six Regional Offices.
In 2003, the branch collaborated with KM A to compl ete porting of theM SAS quality control and analysiscapabilities
to aKorean domain and to the FAS system. Extensive software documentation was al so generated and provided to
KMA personnel. MSASisnow running operationally ontheKMA FAS, ingesting, quality controlling, and analyzing
Korean surface observations. Figure 72 shows a 15-km MSAS wind analysis over Korea produced by the KMA
MSAS system.

In 2003, staff also worked closely with NWS personnel on the continued design and testing of a user interface and
display component for the AWIPSQCMS. The QCM Shasbeen running at WFOsas part of the AWIPSworkstation,
since 1999, to provideforecastersand suppliersof hydrometeorol ogical observationswith quality control information
and statistics. Twotypesof automated QC checksare utilized: static checks, which aresingle-station and single-time
checks such asvalidity checks; and dynamic checks that take advantage of other hydrometeorological information,
such as temporal and spatial consistency checks. The QCMS also provides the capability for usersto override the
results of the automated checks through subjective intervention procedures, and keeps hourly, daily, weekly, and
monthly statistics on the frequency and magnitude of the observational errors encountered for all surface stations
ingested into AWIPS.
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The newly designed user QCM Sinterface, called the QCM S Browser, isan essential part of the D2D (Display Two-
Dimensional) component of AWIPS, and will enhance QCM S capabilities by implementing an interactive text and
graphics display system to improve quality control visualization and subjective intervention. Users of the QCM S
Browser can select all or portions of the AWIPS quality control information provided by MSAS and display the
informationon D2D asaplanview and/or timeseriesplot, or al so seethe sameinformationintabular form ontheuser
interface. Overall, theBrowser allowsNWSpersonnel easy accesstothe QCM Sinformationfor 1) monitoring station
performance, 2) locating persistent biasesor failuresin surface observations, 3) eval uating observation/QC accuracy,
and 4) subjectively overriding QC values. The branch also continued to work with the NWS to devel op the AWIPS
QCMS Browser, and also organized and conducted a two-day NWS QCMS Browser training course attended by
representatives from five NWS regions. Initial versions of the Browser were also installed at several WFOs for
evaluation purposes. Figure 73 shows QCMS Browser-produced AWIPS displays detailing the detection and
correction of a persistent bias in the sea-level pressure observations reported by a METAR station in Y psilanti,
Michigan. The quality control statistics gathered beforethe correction indicated that the Y psilanti sea-level pressure
observationsfailed thequality control checks 100% of thetime, and exhibited persistent root mean square (RM S) and
mean errorsof approximately 2.1 mb. After the observationswere corrected, boththeerrorsand the percentagefailure
fell to zero.

MADIS

MADIS now supports observation distributions to many government, research, education institutions, and private
companies. Organizations already receiving MADIS datafeeds include NWS forecast offices, NCEP, the National
Center for Atmospheric Research (NCAR), the National Ocean Service (NOS), NASA’s Marshall and Kennedy
SpaceFlight Centers, theM assachusetts| nstitute of Technology LincolnLaboratory, and universities, meteorol ogical
companies, and local government agencies. All MADIS subscribers have access to a reliable and easy-to-use
database containing real-time and archived datasets available via either ftp or by using Unidata's LDM software.
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Figure 72. A 15-km MSAS wind analysis over Korea.
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Figure 73. QCMS Browser-pro-
duced AWIPS displays detailing
the detection and correction of a
persistent bias in the sea-level
pressure observations reported
by a METAR station in Ypsilanti,

a) top, Plan view display of
the weekly percentage of QC fail-
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In 2003, access to the MADIS database through the Web-based Open Source project for Network Data Access
Protocol (OPeNDAP) was added as a distribution mechanism, and the MADIS APl was upgraded to include
OPeNDAP capabilities. Inaddition, satellitewind and radiometer datasets were added to the MADI S database. The
satellitewind dataset is composed of multiplewind products from different satellitesthat areintegrated into asingle
dataset at FSL. Currently these products consist of datafrom the GOES satellites, and include 3-hour windsthat are
produced on an operational basisby NESDIS, aswell asrapid scan experimental windsthat are produced hourly. The
radiometer dataset contains observations from ground-based, microwave radiometers that report profiles of
atmospherictemperature, water vapor, and cloud liquid upto 10 kminheight. Radiometer dataarecurrently supplied
by the Department of Energy (DOE) Atmospheric Radiation Measurement Program (ARM) and Radiometrics, Inc.
Inaddition to the new datasets, over 6,300 new stationswere added to the existing MADIS mesonet dataset, aunique
collection of surface stations provided by local, state, and federal agenciesand private firms. Mgjor contributorsto
the mesonet dataset are the NOAA Cooperative Institute for Regional Prediction (CIRP) at the University of Utah,
which provides "MesoWest" data from the Cooperative Agency Profiler (CAP) mesonets in the western United
States, the Boulder NW S Forecast Office, which providesmesonet datafromthelocal Denver/Boulder area, and also
data from the Remote Automated Weather System (RAWS) network run by the National Interagency Fire Center
(NIFC), and volunteer citizen weather observers who report observations from commercially available weather
stations through the Amateur Radio Operators Automated Position Reporting System (APRS). New dataproviders
in 2003 included the Colorado Department of Transportation, the lowa Environmental Mesonet, the Oklahoma
Mesonet, and AWS Convergence Technologies, Inc. Alsoincludedinthedataset arereal-timeobservationsfromthe
NWS Cooperative Observer Program (COOP) network, currently undergoing modernization efforts. Modernization
effortsin 2002 and 2003 included automating the coll ection and di ssemination of temperature observationsfrom over
100 stationsin the New England areausing MADISingest, integration, quality control, and distribution capabilities.

Withall of thenew observationsaddedin 2003, M ADI Snow supportsstandard maritimeand land surface observations,
suchas METARs, SAOs, C-MAN, ship, and buoy observations, aswell as mesonet observations from over 13,000
surface stations. Upper-air observations supported by MADIS include satellite winds, radiosonde and radiometer
observations, automated aircraft reports, wind profiler data from the NOAA Profiler Network (NPN), and
multiagency profiler data contributed by a number of different organizations such as the Environmental Protection
Agency (EPA), NOAA research laboratories, and several major universities. The latter dataset is supported by
MADISasajoint effort with the Cooperating Agency Profiler (CAP) project in FSL’'s Demonstration Division, and
consistslargely of datafrom 915-MHz boundary layer profilers.

MADIS data files are compatible with AWIPS, with the FX-NET workstations developed by FSL’s Technology
Outreach Division, and with the analysis software provided by the FSL Forecast Research Division’sLoca Analysis
and Prediction System (LAPS). In 2003, SAB personnel also completed a MADIS software interface for the data
ingest system of the community-developed Weather Research and Forecasting (WRF) Model 3D-V ariational
(3DVAR) Data Assimilation System. By downloading and installing the MADISWRF 3DV AR interface, users of
the WRF 3DV AR packages can now ingest MADI S observationssupplied by FSL directly intothe3BDVAR analysis.

The FSL MADIS database and API arefreely available to interested parties in the meteorological community. For
moreinformation on MADIS, or to apply for areal-time MADIS datafeed, or accessto the MADIS on-line archive
(which supports observations from 1 July 2001 to the present), see http://mww-sdd.fdl.noaa.gov/IMADIS. Also
available to NWS WFOs are instructions on how to ingest and display MADI S datasets on their AWIPS systems.
Figure 74 shows the MADIS observations available for a 1-hour period over the Great L akes region.
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Projections

Staff will continue to support NWS staff in the operational implementation of the MSAS and RSAS systems.
Development of new capabilities, including the implementation of the QCMS Browser on AWIPS, will also be
supported. Scientific Application Branchmemberswill al so continueto add observationsand capabilitiesto MADIS.
Emphasis will be on increasing the number of observations in the mesonet database, working with the FSL
Demonstration Division to continue support for multiagency profiler data, and continued support tothe NWSintheir
COOP modernization efforts. Access to MADIS will continue to be provided through the Web interface which
provides the forms necessary to request real-time and archived data, and also allows users to download the MADIS
APIl, a"README" installation guide, documentation, and sample programs and data.
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Figure 74. MADIS observations available in the Great Lakes region.

119



FSL in Review — 2004

System Evaluation and Support Branch
Joseph S. Wakefield, Chief

Objectives

The System Evaluation and Support Branch providestesting, configuration management, and support servicesfor the
SystemsDevelopment Division.

Accomplishments

During 2003, devel opment versionsof AWIPSBuildsOperational Build (OB) 1, OB2, and OB3wereinstalled on FSL
test systems. The development cycle for each Build includes receipt of requirements from the National Weather
Service (NWS), preparation and review of adesign approach (including user interface i ssues, when appropriate) for
each requirement, devel opment of the software and test plans, testing, refinement of the software, and system and user
documentation of thecapabilities. Branch staff continueto partici pateinthedesign/Ul review and documentation tasks,
and areresponsiblefor devel oping and executing test plans. The AWIPStest plansarea so used at NWSand Northrop
Grumman Information Technology (NGIT), the AWIPS prime contractor.

Numerousiterations of each version weretested, at several-week intervals, as devel opment proceeded. In each case,
two typesof systemsweretested—onelikethe current NWSfield installation, on mostly Hewlett Packard equipment,
andoneonanall-Linux set of machines, representing theexpected future AWIPSfield architecture. FSL alsomaintains
afield-release system, connected to the NWS AWIPS network, on which isinstalled an official copy of the AWIPS
software. Thisis used to verify documentation, investigate problems reported by users, and test patches.

A staff member continues to serve as FSL's liaison to NGIT/NWS, and performs duties such as tracking problems
discovered during AWIPStesting, maintaining our local softwaredevel opment environment, and keepingfileversions
synchronized between FSL and NGIT/NWS software repositories.

Similar support activitieswere carried out in 2003 for the Range Standardization and Automation (RSA) program and
acustomized AWIPS setup for the Johnson Spaceflight Center. Figure 75 showsthe RSA 3D lightning application.

Asin past years, a branch member designed the layout of FSL's exhibit space at the 2003 American Meteorological
Society's annual meeting. In addition to coordinating the collection, shipping, and setup of al FSL equipment and
furnishings, thisincluded working with AM S and the Long Beach Convention Center staff to ensure that power and
data communi cation requirements were met.

Other tasks carried out during the past year concern systems administration functions, such as overseeing hardware
installationsand maintai ning and updating the utility and operating system software on computersused by the Systems
Devel opment and Modernization Divisions. Someuser machinesinthesetwo divisions(principally, thosesupporting
the RSA project) wereupgraded to Red Hat Linux v7.3, whilemost stayed at RH 7.2, whichistheversionused at NWS
field offices. Our Systems Administration staff applied security patches and other upgrades as necessary to alow
devel opment work to continueat high efficiency. Weal so maintainthe configurationfilesfor our dataingest machines
inorder todeliver appropriatedatato our test systems, aswell asto occasionally assist other FSL divisionsby providing
temporary data feeds for specia projects, testing, etc.
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Projections

During 2004, new software repositories will be created for AWIPS Operational Builds 4 and 5 (OB4 and OB5)
development. Branch staff will support thedevel opment, testing, and documentati on of these Buildsasdescribed above,
with OB3 testing and predeployment support occupying the first half of the year, and OB4 testing expected to
commence in early summer. As new tasks are also completed for the RSA and JSC systems, test plans and testing
will continuein support of those projects, aswell. NWSismoving more and more functions off of the aging Hewl ett
Packard systems. By early 2004, all HP forecaster workstations are expected to be replaced by newer-generation
IBM workstations running Linux. We will mirror thistrend at FSL, and continue to upgrade the software as new
AWIPS releases are made available by NWS.

A customized systemwill be delivered to the Johnson Space Center (JSC), and install ation support and sometraining
will be provided for JSC staff to help them integrate the system into their standard AWIPS network. Installation and
integrationsupport will alsobeprovidedtotheRSA project following delivery of upgraded softwareand documentation
for use at the Eastern and Western Ranges.

Wewill onceagain coordinate FSL exhibitsfor the2004 American M eteorol ogical Society Annual Meeting. Thescope
of thiswork will be smallerin 2004, since FSL will occupy only aportion of aconsolidated NOAA display rather than
having its own space.
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Figure 75. RSA 3D lightning application. The left side shows mostly controls, but the olored bars show the count
of lightning events in each minute. To the right are four views of the space over southern Florida. At upper left
is a view from the south; at lower left, from the top; and at lower right,from the west. At upper right isa 3D view
of the data, which can be examined in detail by zooming in and changing the point of view, i.e., "flying" around
or through the volume.
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NWS Projects Group
Richard T. Jesuroga, Lead

Objectives

TheNWSProjects Group conductsresearch and devel opstechnol ogy for the exchange of critical weather information
among the National Weather Service (NWS) offices, and between NWS and the community. Evolving technologies
areexploredfor disseminating critical weather information to the emergency management community and the public.

The current focus is on two new types of weather dissemination systems. FX-Collaborate (FXC) and reverse 911
technology. The FXC application (Figure 76) supports shared awareness of critical weather situations among
numerous remote users. Asan interactive meteorological display system, FXC provides users accessto avariety of
meteorol ogical datastored in remote AWIPS databases on Web servers, and onlocal disks. Itsstrengthisitsability
tointerlink anumber of remotesystemsto conduct real -timeweather briefings, livemeteorol ogical discussions, orlong
distancelearning through its collaborative capabilities. Another areaof exploratory research involvesdissemination
of lifethreatening warningsviareverse 911 phone callsfrom WFO forecasters. Thistechnology israpidly evolving
inthe U.S., and may provide arapid means of disseminating information on severe life threatening weather events.

Accomplishments

FXC — The Texas Department of Public Safety and the NWS Southern Region Headquarters have chosen FXC as
their weather display and coordination tool to help improve communication with the NWS during severe weather
situations. Redundant FXC servers have been installed at NWS Southern Region Headquarters which will provide
weather information to FXC client systems at Denton, Texas, and other yet to be designated Texas emergency
management offices. A temporary server had been set up at FSL to test various aspects of network security and to
allow system preparation and testing. The test system was very useful in resolving firewall issues and properly
configuring the FXC menu and displaysfor the Texas application.

An increasing number of NWS offices are also using FXC to meet their graphical annotation requirements. Of
particular interest is FXC's ability to access real-time data on the AWIPS database, annotate the meteorol ogical
display, and then create JPEG images. The Norman, Oklahoma, office and others have used this capability very
effectively to generate Web displays during severe weather situations.

Several significant changes were made to the FXC system architecture during 2003 to improve network communi-
cations. A major changewastheintroduction of amessagerepeater to distribute network | oading based on the network
topology. The concept of message repeaters is deemed particularly useful for network architectures, such as the
AWIPS WAN, with several communications hubs across the country.

Reverse 911 Dissemination — The NWS hasincreased its tornado warning lead time from 7 to 14 minutes (warning
lead times of up to 26 minutes have been achieved during tornado outbreaksin the Midwest). Aswarning areas and
lead timesimprove, anewly targeted call-for-action warning using reverse 911 tel ephone technology may help save
livesin the future. We have conducted various proof-of-concept experiments to determine how targeted warnings
and reverse 911 technology can be used in future AWIPS software releases. These experiments centered around
the basi c concept that specific residences and businessesthat areinthedirect path of alifethreatening weather event,
such as a tornado or flash-flood, could be targeted by aforecaster for areverse 911 call-to-action message.
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The message would contain information on what actions should be taken to avoid injury or death due to atornado or
flash flood. The premise driving our experiments was that these targeted warnings, generated on AWIPS would be
disseminated to a reverse 911 commercia provider. During our experiments, a forecaster would draw a targeted
warning area (an area much smaller than that of atypical severe thunderstorm warning) on their workstation that
identified the specific addresses located in the path of atornado. A list of telephone numbers corresponding to the
addresses within the targeted warning were derived and atest verbal message was sent out. The test message was
sent to a few phone numbers preselected to participate in the test that fell within the warning area.

Projections

Various activities will be undertaken to validate the utility of using the FX-Collaborate workstation as a means to
coordinatefederal, state, and local government awareness and responseto severeweather outbreaksduring late 2004.
FXC client workstationswill beinstalled infour Texas Department of Public Safety emergency management offices
and will be connected to an FX C server located at NWS Southern Region Headquarters. During ahurricaneor severe
weather event, emergency managersusingthe FX C client workstationswill participateinliveweather briefingshosted
by forecasters at Southern Region Headquarters, and perhaps another NWS WFO near the severe weather outbreak.
Additionally, three WFOswithintheNW S Southern and Central Regionswill besel ected to participateinapil ot project
to disseminate severe "Life Threat" warnings via reverse 911 telephone technology. Forecasters at these selected
officeswill betrained intheissuance of severeLife Threat warningsusing reverse911. Thepilot project will be used
todemonstratetheutility of using reverse 911 calling systemsto disseminatecritical warninginformationtothepublic.

=D ==

Miew Options Tools Yolume Obs NCEP/Hydro Upper Air Satellite WSR-74C kftg Radar Maps AWIFS Help
[moserver ] @ [Boutder =] [valid time sea | @@ ARBEEE R R
BE - Pl fod [2~] [A L4

Figure 76.A display of the FXC workstation
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Objectives

The Aviation Division collaborates with the Federal Aviation Administration (FAA), the National Weather Service
(NWS), andthe Department of Transportation. Theproduct of thesecollaborationsisanimproved weather forecasting
and visualization capability for use by forecasters, air traffic controllers, air traffic managers, airline dispatchers, and
general aviation pilots. More opportunitiesto develop better weather products now exist because of new observing
systems, recent advances in understanding the atmosphere, and higher performance computing capabilities.

Thedivision comprisesfour branches:

Aviation Requirements and Applications Branch — Defines requirements for generating and disseminating
aviation weather products; devel ops the capability to assessthe quality of products generated automatically and
by aviation weather forecasters, and the "guidance" forecasters use to generate those products.

Aviation Systems: Development and Deployment Branch — Manages enhancement, testing, fielding, and
supporting of advanced meteorol ogical workstations for the NWS Aviation Weather Center (AWC) and Center
Weather Service Units(CWSUs); devel ops Traffic Management and V ol canic Ash Coordination productsfor use
by theaviation community.

Advanced Computing Branch — Assures the continuing improvement of high-resolution numerical weather
analysis and prediction systemsthrough research and devel opment in high-performance computing.

Forecast Verification Branch —Devel opsverification techniques, mainly focusing on aviation weather forecasts,
and toolsthat allow forecasters, researchers, devel opers, and program leaders to generate and display statistical
information in near real time using the Real-Time Verification System (RTVS).

Inadditiontoitsownactivities, theAviationDivision providesfundingfor other FSL divisionstoassistinachievingthese
goals.

125



FSL in Review — 2004

Aviation Requirements and Applications Branch
Lynn A. Sherretz, Chief

Objectives

TheAviation Requirementsand A pplicationsBranch devel opsrequirementsfor advanced productsand softwaretool s
for theaviation community. Softwaretoolsincludeflight planningtoolsfor pilots, air traffic controllersand managers,
and airline dispatchers, and product generation and grid interaction tools for aviation weather forecasters.

The branch serves as the focal point for coordinating activities with the FAA Aviation Weather Research Program
(AWRP) and the National Weather Service (NWS) Aviation Services Branch, funding organizations for the
development efforts. Another key functionisleadingthe AWRP Product Development Team for Aviation Forecasts.

Flight PlanningTools

In collaboration with the National Center for Atmospheric Research (NCAR) and the NWS Aviation Weather Center
(AWC), we continue to develop the Aviation Digital Data Service (ADDS). Aviation decision-makers use this
Internet-based system to access text, graphics, grids, and images of up-to-the-minute weather observations and
forecaststail oredtospecificflight routes. Theoperational ADDSisavailableat http://adds.aviationweather .noaa.gov
(Figure77). Theexperimental ADDSincludesadvanced forecastsundergoingfinal testing/evaluation, andisavailable
at http://weather.aero.
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Figure 77. Screen showing the operational ADDS, available at http://adds.aviationweather.noaa.gov.
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Product Generationand Grid I nteraction Tools

Thebranch servesasafocal pointin developing and eval uating the utility of advanced weather display productsfor
the FAA Traffic Management Units (TMUSs), tasked with management of air traffic in enroute and terminal
environments. This effort includes creating and testing software that enables forecasters at any of the NWS Center
Weather Service Units (CWSUSs) to view identical dataand collaborate in real time to generate productsfor TMUSs.

We are al so working with NWS Aviation Services Branch, National Centersfor Environmental Prediction (NCEP),
and Meteorological Development Laboratory (MDL) to develop and test concepts for a National Digital Forecast
Database (NDFD) for aviation use. Theaviationversionwill be patterned after the NDFD for publicforecasts, which
hasrecently beenimplemented at the NW SWeather Forecast Offices. A particul ar challengeindevel opingtheNDFD
for aviationisincluding the vertical dimension, not included inthe NDFD version for public forecasts.

Volcanic Ash Coordination Tool

Responding to the need for better coordination among operational organi zationsthat forecast vol canic ash, thebranch
coordinates devel opment of the Volcanic Ash Coordination Tool (VACT). Thistechnology will enableforecasters
to simultaneously view identical displays of meteorological information and collaborate in real time to generate
consistent time-critical advisoriesandforecastsfor ash. Figure 78 showsactivevol canoesinthe AlaskaPeninsulaand
AleutianIslands.
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Figure 78. Active volcanoes in the Alaska Peninsula and Aleutian Islands. (Courtesy Alaska Volcano Observatory.)
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Accomplishments
Flight Planning Tools

During 2003, we worked with NCAR to implement ADDS operationally at the NWS Aviation Weather Center
(AWC). Results of auser assessment survey at the AWC prior to operational implementation of ADDS showed that,
of the 1,100 comments received, 66% were judged as very good, 33% as good, and only 1% as not so good.

Product Generation Tools and Grid Interaction Tools

The branch continued developing and testing a prototype graphical convective forecast, the Tactical Convective
Hazard Product (TCHP), for FAA traffic managers. This product combinesinto asingle graphic key attributesof 1)
Convective SIGMETS, which are generated each hour by forecastersat NWS AWC, and 2) the National Convective
Weather Forecast (NCWF), anautomated product generated every 5 minutes, andisbased onNEXRAD andlightning
observations. Additional information on TCHP is provided in the Development and Deployment Branch section.

Additional tasks included working with NCEP to develop the capability to generate text messages from graphical
aviation forecasts which AWC forecasters will generate on their operational National AWIPS (NAWIPS)
workstations, beginning in early 2006. A capability will be devel oped to enable WFO forecastersto generate more
accurateforecastsfor ceiling and visibility viaAWIPS. Wewill also explore conceptsthat will enablethe Graphical
Forecast Editor (GFESuite), currently implemented at Weather Forecast Offices, to support the generation of the
aviation National Digital Forecast Database along with NAWIPS.

Volcanic Ash Coordination Tool

A major focusof FSL istowork with other agenciesto help createtechnol ogy toimproveforecastsrelated to vol canic
ash, whichisaseverehazardto aviation becauseit causesenginesand critical instrumentstofail. In collaboration with
representativesfromthe Anchorage Air Route Traffic Control Center (ARTCC), AnchorageVolcanic Ash Advisory
Center (VAAC), and Alaska Volcano Observatory (AVO), we developed requirements for VACT. The initial
version and an enhanced version of VACT were implemented in 2003. More details about these versions are also
in the Development and Deployment (DAD) Branch section.

Projections

Flight Planning Tools
The primary focusduring 2004 isto collaborate with NCAR to devel op an "application” version of the ADDSFlight
Path Tool. Based on the latest version of Java, this new version will provide faster starting, common look and feel
across platforms, many new capabilities such as printing and saving preferred configurations, and provide an
environment to build custom graphicsfor specific flight routes.
Product Generation Tools

Theutility of an enhanced version of the Tactical Convective Hazard Product will beassessed, and further effortswill
be undertaken commensurate to the results of the survey.
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Weplantodevel op softwareto display prototypeinflighticing productsfor FAA traffic managers. Theinitial product
will bean automated Current I cing Potential (CIP) and Forecast | cing Potential (FIP) that complements conventional
AIRMETsand SIGMETsfor icing.

The branch will continue working with NCEP to devel op the capability for NAWIPS to support the generation of
graphical forecasts for aviation, and enable the Graphical Forecast Editor and NAWIPS to generate the aviation
National Digital Forecast Database. Collaborationwill continuewith the M eteorological Development L aboratory to
incorporate a capability into the AWIPS Aviation Forecast Preparation System that will help WFO forecasters to
generate more accurate forecasts of ceiling and visibility.

Volcanic Ash Coordination Tool

During 2004, wewill improvetheV ol canic Ash Coordination Tool sothat it can display additional productsrequired
by theAnchorageAir Route Traffic Control Center, AnchorageV olcanicAsh Advisory Center, and AlaskaV olcano
Observatory. Assuming that VACT provesto be asuseful as planned, consideration will be given to implementing
it at the Washington, D.C. VAAC (which is supported by meteorologistsat AWC). These plans arefurther detailed
in the Development and Deployment (DAD) Branch section.
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Aviation Systems: Development and Deployment Branch
Greg Pratt, Chief

Objectives

The Aviation Systems: Devel opment and Deployment Branch prototypes new or enhances existing meteorological
information systemsfor useby theaviationcommunity. Toaddressthe saf ety and useof theNational Air Space(NAS),
the goals are to improve the tools that aviation forecasters use, create temporally and spatially seamless aviation
weather forecaststhroughforecaster collaboration, and deliver aviationweather productstail ored for nonmeteorol ogists
to support air routetraffic controllers, dispatchers, and pilotsin their decision-making process. The branch currently
concentrates on four projects involving the Aviation Digital Data Service (ADDS), the Traffic Management Unit
(TMU), Volcanic Ash Coordination Tool (VACT), and Data Link Dissemination (DLD).

Aviation Digital Data Service Project

ADDSisaWeb-basedreal-timeaviationweather dissemination systemthat providesaviation decision-makers(pilots
and dispatchers) with easy, inexpensive, real-time accessto the latest operational aviation weather observationsand
forecasts, along with experimental productsbased on research funded by the Federal Aviation Administration (FAA)
Aviation Weather Research Program (AWRP). Userscan view and retrieve aviation weather informationin avariety
of formatsthat can betailored to fit their individual needs. Text products and pregenerated graphics products can be
viewed and printed, and the ADDS site (http://adds.aviationweather.noaa.gov) can be interactively queried by
running Java applets and Web-based scripts.

A goal of theADDSteamistorapidly releasenew andimproved aviation weather productsto theaviation community.
To meet this goal, the user isinvolved at an early stage in the development cycle. User feedback from the ADDS
Advanced User Group and e-mail determines design decisions and product functionality. Therefore, end-users
become involved at the requirements phase, access the product during the experimental portion of the development
cycle to determine whether it is useful, and then assess whether their needs have been adequately met.

We work jointly with the National Center for Atmospheric Research (NCAR) and the Aviation Weather Center
(AWC) to add functionality and support the ADDS Website. Funding is provided for the development of ADDS by
the FAA Aviation Weather Research Program (AWRP) through its Aviation Forecast Product Development Team.

Traffic Management Unit Project

The TMU project is currently in Phase 1 of a4-phase effort designed to address TMU’ s unmet or newly identified
weather information needs in the following air traffic weather-related hazard areas:

Phase 1: Convection

Phase 2: Icing

Phase 3: Turbulence

Phase4: CeilingandVisibility

Each phase will addressthetactical (0—1 hour) and the strategic (2—6 hour) application of the above productsto help
the TMU decision-maker in directing air traffic into and out of the Air Route Traffic Control Center (ARTCC)
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airspace. All phaseswill be subjected to theiterative process of defining, devel oping, demonstrating, and evaluating
the weather-related hazard graphic and its presentation to the Traffic Manager user.

Theprojectissponsored by FAA Air Traffic System Requirements (ARS-100), AWRP (AUA-430), FAA Southwest
Region Headquarters, and National Weather Service (NWS) Southern Region Headquarters. The project addresses
the requirements that were found in the in-depth study performed by FAA ARS-100 on “ Decision-Based Weather
Needs for the Air Route Traffic Control Center (ARTCC) Traffic Management Unit.” In response to these needs,
FSL isworking closely withthe Dallas/Fort Worth (ZFW) Traffic Management Unit and the Center Weather Service
Unit (CWSU) on Phase 1's Aviation Tactical Convective Hazard Product (TCHP).

An aviation convective hazard is defined asthe suite of products disseminated by the NWS, generated by forecasters
or automated algorithmsin response to predicted or occurring thunderstorm activity such as Convective SIGMETS,
National Convective Weather Forecasts (NCWFs), and Center Weather Advisories (CWAS). A tactical convective
hazard is defined as an NWS convective product predicted to occur within the next hour.

A TCHPisbeing createdto consolidateall tactical thunderstorminformationinto asinglegraphical product or limited
suite of products for presentation to TMU decision-makersin an easily understood format. The TMU project will
capitalize on development of advanced products from the AWRP and optimize the use of conventional advisories.
Feedback from the Dallag/Fort Worth TMU and CWSU participantswill help refine the content and presentation of
the TCHP. The Demonstration and Evaluation (D& E) group will obtain operational input early in the process to
expeditefielding of advanced products. When the participants are in agreement that a satisfactory product has been
created, specificrecommendationswill bemadefor national implementationon FAA operational systems, suchasthe
Enhanced Traffic Management System (ETMYS) at the Volpe Nationa Transportation Systems Center.

Volcanic Ash Coordination Tool Project

The National Weather Service and the FAA Aviation Weather Research Program are sponsoring the creation of a
Volcanic Ash Coordination Tool (VACT). This tool represents a proof-of-concept effort to bring consistency,
accuracy, and expediency to vol canic ashforecasting. FSL’ sFX-Collaborate (FX C) system can beenhanced to allow
participants from the Anchorage Center Weather Service Unit (CWSU), Alaska Aviation Weather Unit (AAWU),
and AlaskaV olcano Observatory (AVO) to simultaneously view vol canic episodesto determineif avolcanic event
has occurred, coordinate on forecasting the ash movement, and disseminate the required products.

A “requirements’ team comprising the Anchorage CWSU, AAWU, AV O, Alaska Region Headquarters (ARHQ),
and ASDAD will devel optherequirementsnecessary to createacollaborative systemthat consistsof thefundamental
toolsand displaysfor determiningif avol canic eruption has occurred, the ability to forecast the dispersion of ash, and
theability to create and disseminate vol canic ash productsto end-users. The ASDAD teamwill work withthe ARHQ
and SDD to acquire and display the datasets that have been identified by the requirements team. Through a well-
coordinated effort, it is hoped that frequent enhancements can be achieved on the FX-Collaborate system. User
feedback will be gathered quickly and made available by the next release of the system software.

Data Link Dissemination Project

The Flight Information Services Data link (FISDL) is a partnership between the federal government and private
industry to get affordable, near real-timeweather datato the cockpit of general aviators. Privatevendorsandthe FAA
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formally agreed that basi c weather productswoul d be broadcast without cost to theusers. The FAA and industry have
defined thefollowing seven weather productsasbasic—- METAR, TAF, SIGMET, Convective SSGMET, AIRMET,
PIREP, and Alert Weather Watches. With the goal to make these products usable in the cockpit, the FAA has
sponsored FSL and NCAR tojointly create decoders and test suites for decodersfor each of these weather products.

Accomplishments
Aviation Digital Data Service Project

During 2003, the branch continued to work toward moving the operational support and maintenance of ADDS to
devel opersandtechniciansat the Aviation Weather Center. On 30 September 2003, AWC officially started operational
support of the ADDS project. A new ADDS experimental Website (http://weather.aerof; see Figure 79) was created
that will allow for continued enhancements to the ADDS products and services. Work also continued in supporting
and updating productson the operational ADDS, incorporating user feedback. A new task wasinitiated to design and
develop an ADDSflight path tool application to handleall the current ADDS applet capabilities. Theflight path tool
will bedesignedto:

* Allow userstoview all ADDSweather
products from one tool.

« Allow usersto set default attributesfor noxoenn fe’}é‘i‘: e o o
the flight path tool, such as colors, map T

baCkgroundS’ datatodlsplay, and Zoom Trtuletde ing Cm-vct-m me o Chaets h-ﬂoo#s
level. @ddorome| yrrazs | TAFs | HREPs | AINSIGMETs | Saelme | Radar | |

« Providequicker loading timesby plac-

i ! Thy AQCS Tapes VE33ia0
ing the executables on the user's ma- “Rostyog Inaovation o ochrotogy o g coreet ssorpe 10800 prbie, whlle cratiog e
chine. o
° D&rea% mal ntenance COQZS aSSOCI - WJ_I‘]E' 'm o 1113008 m‘mé;m;:” raratorod Opv it el ADGS 1010 Mralon
H H N S Yo thi i S leart i <

ated with how the appl et tiesto browser TP 10 CIETITL ADOR, SN MG ORI G3a 10 A o U D WOLMERCA $RACP3
I. . . wtilh i3 (WLUJW";L*?E'CT#MM 55 1ho walh 12 1his ofbird, 1ho faam Bopea 55 obcd fooiback vm e uler

Imitations. Cartac COAVIUNTY 15 CORENINY TR0 TraBIiA Cf DUSEN 30 ¥Falon woikhy 556

TN wods Lo wiry Ladns wird € 501 Ieaso o3 Lhe Vaafglk ate 1o
TRe ALCS Toart 3 wivking ca afato i BEST UB YOO ingit

for Expavimect al AL, whics wil relp "
G3)I3n A I1ze [he coritiingd 388 Cacthanc  This 320 contans especmetal OGS a0d v e

Piaate ooy 1he arpadmrtal prosects Foea3 e T D231 (F Thr 148 Qg tariar

1PAl a0 DK £ I, 403 LXATRA Cur “
o Scerxm n . M MR e A0 ADDS 15 fundad by e Federal Avaton Adminsyaion

(FAA) Avaron Werher Reseach Peogram [AWHP) Abg

Cutree SETAMS FEQY Calogony: ank you 10 e FAA lov hee contnued spped of ADDS!
Addteoal detala ams availalNg

Figure 79. Experimental ADDS
Website describing the new role of
the ADDS team. 3 ..v-.:.-,:.'i".'i'».lui 33 M Eas2

132



Aviation Division — Aviation Systems: Development and Deployment Branch

Traffic Management Unit Project

The team demonstrated and evaluated version 1.4 of the Tactical Convective Hazard Product (TCHP), which was
available for operational use by the Dallas/Fort Worth traffic managers from their briefing terminal viaan Internet
connection to the Traffic Management Unit Website (http://tmu.fsl.noaa.gov). This Website was enhanced to
includeaTCHPIlooping capability consisting of 7 graphical NCWF detection fieldimagesdepicting past stormmotion
and ending with agraphical image (Figure80) contai ning the current NCWF detection and 1-hour forecast fieldswith
topsand movement information. Whileinlooping mode, users can sel ect to add or remove map backgroundssuch as:

» State boundaries

* ARTCC areas

* Jet routes

* VOR (VHF Omni-directional Range) maps

* DFW and IAH TRACON areas

A Traffic Manager default static TCHP graphic wasimplemented for use during the 2003 convective season, aswell.
Thedefault graphic (Figure81) consistsof thefollowing TCHP mapsand convectivedataproductsonthe Dallas/Fort
Worth ARTCC scale set to “auto-update” as new products are ingested on the server:

« State map

* ARTCC map

* VOR identifiers

* DFW TRACON

* |AH TRACON

» National Convective
DetectionField

» National Convective
Forecast Field

» National Convective
Motion and Tops

= 5 OF ) [Javascriptuoidioy

Figure 80. Graphical TCHP looping image showing current NCWF
detection and 1-hour forecast fields.
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Other convective datasets and an impacted high-use Jet Routes map were also available as enhancements to the
TCHPgraphic (Figure82), and selectableby the Traffic Manager usersonthe TMU Website. The Traffic Managers
keystrokeswere tracked to see when these products were invoked. These convective productsinclude |mpacted Jet
Routes, Convective SIGMET Text, Convective SIGMET Forecast, and Convective SIGMET Nowcast.

All traffic managers at the Dallas/Fort Worth ARTCC were trained on the use of the new TCHP static and looping
graphics capabilities of the TMU Website. A formal evaluation was conducted last summer, and a report was
publishedin November 2003 on*“ Accessing theutility of an automated 0—1 hour Tactical ConvectiveHazard Product
to FAA Air Traffic Managers I nterim Report Submitted to FAA ARS-100 and AUA-430,” by FSL in collaboration
withtheNWSPrototyping Aviation Collaboration Effort (PACE), inFort Worth, TX. Thisreport summarizesfindings
and recommends improvements, which are incorporated in TCHP enhancements for release during 2004.

I™ C-siGMeT Text
I c-SIGMET 1-Hr Fest

Figure 81. left, Default Static
TCHP graphic.
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Figure 82. right. Status TCHP
graphic showing selected
convective products.
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Volcanic Ash Coordination Tool Project

The VACT was initiated with a“requirements’ meeting at the Alaska Region Headquarters on 30 April 2003. The
participants agreed on the VACT client systems data and display needs and the order of importance for adding
functionality to FX-Collaborate (FXC). The major data/display capabilitiesfor FXC arelisted below:

* Satellite Datasets — GOES, POES, DMSP, GMS, and China

* Dispersion Models — PUFF, VAFTAD, CANERM

» Radar — Alaskan, Washington Coast, Oregon Coast, and California Coast

* AVO Datasets — HDF and Seismic

e Cloud Tops

* Center Weather Advisory (CWA) and Volcanic Ash SIGMET creation tool

* Ability to generate and distribute products from a collaborative effort

« Ability to display the Oceanic Weather Product Development Team products

* Ability to upload VACT products to cockpit

« Ability to add local datasetsfrom collaborators

* Satelliteimage enhancement capabilities

» Method for saving and recalling VACT sessions

Three VACT client systemswere built and installed at the Anchorage CWSU, AAWU, and AVO in July 2003, and
primary and backup serverswere built and installed at FSL, aswell. Version 0.0 of the VACT software was created
fromthe FX-Collaborate base code, whichincluded vol cano map overlaysof Alaskaand Kamchatka, VOR locations
for AlaskaAir Space, split window displays(two satellitechannel sthat are adjusted and enhanced to bring out vol canic
ash) of Kamchatkaandthe Aleutianlslands. Trainingwasprovidedfor all usersof theVACT client systems. Feedback
from participantsonrelease 0.0 of the VACT softwarewas studied and incorporated, as appropriate, into release 1.0.

Version 1.0 of the VACT software was installed on all systems in October 2003. The enhancements to the VACT
codeincluded satellitedatasetsfor Polar Orbiting Environmental Satellites(POES), Defense M eteorol ogical Satellite
Program (DM SP; Figure 83), Geostationary Orbiting Environmental Satellite (GOES)-9, and China. The radar
products requested above were added, along with more map backgrounds and scales, based on user feedback from
software version 0.0. User feedback was gathered from release 1.0 for incorporation in future software releases.

Data Link Dissemination Project

Development and operational testing systems were purchased and built for this project. A METAR decoder
requirements specification document was derived from the “Federal Meteorological Handbook No. 1 Surface
Weather Observations and Reports FCM-H1-1995,” Washington, D.C., December 1995, with a5 November 1998
update. The FAA and private vendors agreed to the content of the document. The METAR decoder and test suite
were built to this specification and released on April 2003 to the FISDL vendors, who have since verified and
successfully implemented it. Pseudo-code and data flow diagrams describing the METAR decoder have also been
developed. A datadictionary is being created that describesthe METAR decoder. The operational system isbeing
configured to acquire statistics on problems with the METAR datasets to initiate a feedback |oop to the National
Weather Service to help resolve METAR formatting problems. Development work will start on a pseudo-code,
decoder, and test suite for the TAF delivery to FISDL vendors, pending funding.
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Projections
Aviation Digital Data Service Project
Work on this project will continue through the Aviation Program Devel opment Branch.
Traffic Management Unit Project
During 2004, thefocuswill be on enhancing the TCHP product, based on feedback gathered during the summer 2003
evaluation. Thelooping capabilitiesof the TM U Websitewill beenhancedtoincludethe Convective SIGMET forecast

product, the 2-hour Collaborative Convective Forecast Product (CCFP), and the Center Weather Advisory (CWA)
product. The static displays will be updated to include the 2-, 4-, and 6-hour CCFP products, near real-time aircraft

ERCT SIS e BRI e S E-TEE
File View Optons Tools Yolume Obs NCEP/Hydro UpperAir Satellite pahg Radar Maps Help

| maskapimary v (B3 (Maintana v | valid tmesea v | Ciplf| (K] <> (@] 16 0 O
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Frame Index setto 4. 03:117 05-Mar-04

Figure 83. VACT (Volcanic Ash Coordination Tool) display of a satellite image from the DMSP (Defense
Meteorological Satellite Program).
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location data, and the CWA products. The FX-Collaborate system that is used by the forecasters at the Dallas/Fort
Worth CWSU will also be updated to handle the above product suite. A CWA tool will be implemented to alow
forecasters at the CWSU to create convective CWASs from the FX-Collaborate interface. Once the tool isin place,
we will work with the forecasters at the CWSU to develop a methodology using the CWA tool to add value to the
automated TCHP product. TheTMU Websitewill beupdated toincludeacrosswind product devel oped by the CWSU
Forecast Team and to include placeholders for icing, turbulence, and ceiling and visibility products. Since TMU
managers value the color-coded (based on type of impact) jet route displays, work will begin on creating impacted
sector maps for the low, high, and ultra-high sectors for the Dallas/Fort Worth airspace. A new interface based on
impact will be presented to the traffic managers for evaluation during the fall convective season.

Volcanic Ash Coordination Tool Project

Feedback from the VACT participantswill continue to beincorporated into version 2.0 of the VACT software. This
versionwill includethe agreed upon scal es, radar datasets, naming conventionsfor satellite products, and asubset of
satelliteimagesfrom each of thesatellites: POES, GOES-9, GOES, DM SP, and China. The PUFF algorithm, sel ected
asthefirst dispersion model to bemade avail ablefor display onthe system, will also beincorporatedinto version 2.0,
whichwill bereleasedin late spring 2004. Suggestionsfrom feedback on version 2.0 will beincludedin Version 3.0,
whichwill containtheVAFTAD dispersion model and theability todisplay Volcanic AshCWAS. Version3.0will be
released inlate summer of 2004. Subsequently, version 4.0 will contain suggestionsfrom feedback acquired fromthe
3.0 build, the CANERM model, and the ability for CWSU forecastersin Anchorageto create and issuea CWA from
the VACT interface. Version 4.0 will be delivered in late fall 2004.

Data Link Dissemination Project

TheAviation Systems: Devel opment and Deployment Branchwill continuecreatingadatadictionary forinclusionin
the METAR decoder documentation. Statistics of METAR decoder failures will be analyzed to determine where
corrections are needed in order to fix problemswith the current design and implementation of the METAR decoder.
Decoding of the* Remarks’ sectionwill bedesigned, documented, and theM ETAR decoder test suitewill be updated
to handle the remark section elements. The framework for all future devel opment efforts on text-based decoding for
the FAA isin place and will be used for the design, implementation, and testing of the TAF text product.
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Advanced Computing Branch
Michael Kraus, Chief

Objectives

Thetraditional mission of the Advanced Computing Branch hasbeen to enabl e new advancementsin atmosphericand
oceani ¢ sciences by making modern high-performance computers easier to use. We continue to pursue that mission
by supporting the Scal able M odeling System (SM S) and usingit to paral lelizenumerical geophysical models. However,
inthelast year, therol eof thebranch hasexpandedtoincludegrid computing at FSL, andinthewider context of NOAA,
as another way to enable new advancements in atmospheric and oceanic sciences.

Gridcomputingisanemergingfieldinhigh-performancecomputing. Withtheavailability of very high-speed networks,
the backing of grid softwareby industry, and the potential to providebetter utilization of I T resources, grid computing
offersthepotential to significantly benefit NOAA. Industry support for grid computing has coal esced around Globus,
a software toolkit designed to handle resource sharing and discovery, data movement, security, access, and other
operations required in distributed computing environments. With this support, the Globus software and the recent
development of grid standards represent aroadmap to implement grid computing in the future.

We are currently engaged in several projectsto explorethe grid and how it can be utilized at NOAA. Thebranchis
collaborating withtwo other NOAA laboratoriesin building asimpleprototype NOAA grid. First, throughthiswork,
funded by the NOAA High-Performance Computing Systems (HPCS) office, we can explore our ability to construct
aworking grid, handleadministrative and technical issuesincluding resourceallocation, security, and job scheduling,
and run real scientific applications across wide-area networks.

Second, we are developing agrid portal for usein support of the development, test, and verification of the Weather
Research and Forecast (WRF) model. WRF, asix-member ensemblemodel, isslated to becomethe operational model
fortheNational Weather Servicein October 2004. Prior to acceptance, extensivetestingisrequiredto ensureimproved
forecast accuracy over theexisting operational model (Eta). Thesetestsrequiresignificant computer and datastorage
resources. Further testing of new model variants, proposed asfuture candidates, isexpected and will involvemassive
compute requirements and PetaBytes of data storage. Development of a grid portal is being explored as away to
simplify testing, share research results, and apportion compute and data resources with our collaborators at NCEP,
the National Center for Atmospheric Research (NCAR), and the DoD.

Finally, wearestudyinglonger termissuesindevel opingaNOAA gridthat spanstheorgani zation asameansto provide
better integration of NOAA’ sgrowing data, compute, and network resources, and to meet the expected needs of these
projectsinthefuture. Theavailability of datais central to NOAA’smission, including 1) building and maintaining
observational platformsincluding radars, satellite-based instruments, aircraft, profilers, weather ball oons, ships, and
buoys; 2) creating dataproductsfor weather and climate prediction and di sseminating these products; and 3) archiving
the data so they can be used by research laboratories to develop new prediction capabilities and forecast products.
NOAA'’sIT investment directly relates to the volume of data it receives, processes, and disseminates. In the next
10 years, datavolumeis expected to grow by more than 100 times. To handle this expected enormous data growth,
grid technologies are being explored asameansto 1) provide better utilization of NOAA’sIT assets, 2) offer amore
efficient way toingest, disseminate and archive datato NOAA constituentsand to thegeneral public; 3) reduce costly
duplication in dataarchival, product generation systems, and networks; 4) improve the usability of data handled by
NOAA; and 5) provide more efficient access to compute facilities and storage facilities.
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Accomplishments

The Advanced Computing Branch |ed the devel opment of arudimentary computational grid comprised of machines
located at the Pacific Marine Environmental Laboratory (PMEL) and FSL. A computational grid providesameans
for users to seamlessly execute jobs on resources spread across organizationally and/or geographically disparate
resources. Thegridisimplemented with packagesdevel oped as part of the Globusgrid toolkit. We demonstrated the
feasibility of running the Regional Ocean M odel System (ROM S) onacomputer at PM EL , the WRF model onanother
computer at FSL, and exchanging surfaceboundary conditionsinreal-timeacrossthe Abilenenetwork backbone. Our
follow-on proposal totheNOAA CIO officewasgrantedtoextendthisgridintoafull prototype. Theprimary objective
isto enable agrid user to submit jobsto a gridwide queue and have it run on any available platform.

The branch continued its collaborative efforts to support the development of the WRF model, and the related WRF
Test Plan. Wedevel oped aM odel Coupling Toolkit (MCT) implementation of the WRF 1/0O A pplication Programming
Interface (API). Thesoftware providesthe capability for the user to cleanly and efficiently interpolate gridded fields
on parallel machines.

A concept paper was written describing a WRF portal (see http://www.noaatech2004.noaa.gov/abstracts/
ab29_govett.ntml). The WRF Test Plan is a plan to test the WRF/masscor and the WRF/NMM, paving the way for
an ensemble of the two models to become the next NCEP operational model. We ported the NCEP Verification
software package and the NCEP Postprocessing software package from the IBM Power4 to the FSL HPCS, enabling
FSL to honor its WRF Test Plan commitment to run 240 end-to-end tests of the WRF/masscor weather prediction
package on the our supercomputer. The branch participated in WRF System Test Plan development within FSL and
inthelarger WRF community.

As part of the ITS Procurement Team, members of the branch engaged in procurement activities and produced the
ROM S benchmark for the upcoming procurement. We developed a netCDF comparison program to facilitate the
verification of ROMS results and the verification of other procurement benchmarks that use netCDF.

The RUC model was optimized for the IBM Power4 cluster, resulting in a 13% increase in speed. The RUC team
has afixed time allocation for running RUC on the power4, so the increase in speed not only assures that RUC will
run in the allotted time, but also allows the RUC team to add more capability to the model.

The branch contracted with the Taiwan Central Weather Bureau (CWB) to provide recommendations on how to
preparefor their upcoming supercomputer procurement. Recommendationswere devel oped and presented to CWB
atameetinginTaipei last October. Weweregranted acontract from CWB to parallelizetheir Nonhydrostatic Forecast
System (NFS) model using atwo-dimensional datadomain decomposition.

Continued devel opment of SM Sincluded increased Fortran90 support and extended PPP support for new application
areas. SMS Version 2.7.0 was released.

Two papers were published: one titled, "The Scalable Modeling System: Directive-based Code Parall€elization for

Distributed and Shared Memory Computers® in the Journal of Parallel Computing, and another titled, " Performance
Analysis of the Scalable Modeling System" in the World Scientific Press.
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Projections
Plansfor the Advanced Computing Branch during 2004 include:

« Construct agridthatincludesmultiple heterogeneousmachineslocated at PMEL , FSL., andthe Geophysical Fluid
Dynamics Laboratory (GFDL).

« Continue to participate in the WRF System Test Plan and port the NCEP WRF/NMM forecast model to FSL
High-Performance Computing System.

— Parallelizethe Standard Initialization (SI).

—Work with ITS on WRF issues.
« Continue to support WRF.

— Develop arequirements document for a WRF Portal.

— Develop a prototype WRF Portal.

— Document the WRF registry.

« Continue to support ITS procurement activities for acquisition of FSL’s next High-Performance Computing
System.

« Continue to support the RUC model.

» Use SMSto parallelize other atmospheric and oceanic models including the Taiwan Central Weather Bureau
NFS model and help DTL paralelize the OMRT code using SMS.

« Continue to develop and enhance SMS.
« Continue to support users of SMS and FSL’ s High-Performance Computing System.

« Publish resultsin conference proceedings and journals.
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Forecast Verification Branch
Jennifer Luppens Mahoney, Chief

Objectives

Verificationisthekey toproviding reliableinformationfor improvingweather forecasts. Aspart of FSL'sinvolvement
with the Federal Aviation Administration (FAA) Aviation Weather Research Program (AWRP), the Forecast
Verification Branch devel ops verification techniques, mainly focusing on aviation weather forecasts, and tools that
allow forecasters, researchers, devel opers, and program leadersto generate and display statistical informationin near
real time using the Real-Time Verification System (RTVS).

Inadhering to related goalsin the FSL Strategic Plan, we strive to maintain astrong verification program by working
closely with other agencies, such as the National Centers for Environmental Prediction (NCEP), National Weather
Service (NWS) Headquarters, and the National Center for Atmospheric Research (NCAR). The technology
developed through these close interactions can benefit all agencies by building and strengthening the verification
programs.

Thebranchisinvolvedin avariety of national programs: the International H,O Project (IHOP), testing the accuracy
of forecasts from weather model s such as the Weather Research and Forecasting (WRF) model, and projectsrelated
to the devel opment of collaborative convectiveforecast productsfor aviation. Another task invol ves devel opment of
verification techniques for evaluating precipitation forecasts, a capability that has been used to support local-scale
numerical modeling efforts at FSL. Other activities include leading the AWRP Quality Assessment Product
Development Team, and participating in the Collaborative Decision-Making Weather Applications Work Group.

Real-Time Verification System (RTVYS)

In support of these verification efforts, scientiststhroughout FSL collaboratewith colleaguesat NCAR and the NWS
Aviation Weather Center (AWC) to develop the RTV S asatool for assessing the quality of weather forecasts. It is
designed to provide astatistical baselinefor weather forecasts and model -based guidance products, and support real -
time forecast operations, model-based algorithm devel opment, and case study assessments. To thisend, the RTVS
ingestsweather forecastsand observationsinnear real timeand storestherel evant informationinarel ational database
management system (RDBMS). A flexible, easy-to-use Web-based graphical user interface allows users quick and
easy access to the data stored in the RDBMS. Users can compare various forecast lengths and issue times over a
user-defined time period and geographical area, for avariety of forecast models and algorithms.

The RTVS has become an integral part of the AWRP by providing a mechanism for monitoring and tracking the
improvements of AWRP-sponsored forecast products. The RTVS provides displays and statistical information to
forecasters and managers at the AWC, Air Traffic Control Systems Control Command Center (ATCSCC), and to
the devel opers of the AWRP Weather Research Product Development Teams. The RTV Swill run operationally at
the NWS, providing feedback directly to forecasters and managersin near real time.

Verification Methods

Thebranchisanactiveparticipant, incollaborationwith NCAR, in devel oping andtesting state-of -the-art verification
methods, with an emphasis mainly on aviation and precipitation forecast problems. New techniques have been
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devel opedfor convection, icing, turbulence, ceiling and visibility, cloud-top heights, and preci pitation. Many of these
techniquesareappliedtoaviationforecaststhat have been deemed"unverifiable." Neverthel ess, thedevel opment and
implementation of theseverification methodsareleading to abetter understanding of, andimprovement in, theaviation
forecasts.

Accomplishments

During 2003, we completed extensive verification activities supporting the transitions of the Current I cing Potential
(CIP) forecast product for Alaska (CIP-AK), the CIP severity index, and the next-generation National Convective
Weather Forecast Product (NCWF-2). The results were used in the FAA/NWS decision process to transfer the
algorithms from atest phase to an experimental phase that will allow usersto view these forecasts. Output from the
CIP-AK, CIP severity, and NCWF-2 algorithms will be availableto NWS Aviation Weather Center forecastersand
others for use as a forecast product to evaluate where icing and convection may occur within the atmosphere.

Insupport of theCoastal Stormsinitiative(CSl) project, theRTV Swasmodifiedtoincludeverification of temperature,
relative humidity, and wind forecasts. Meteorologists at the Jacksonville NWS Forecast Office and at Florida State
University used theseresultsto determinetheuseful nessof | ocal -scalemodeling ontheaccuracy of weather forecasts.
For instance, wind and preci pitation forecastswere of particul ar interest to the Jacksonvilleforecasters. Improvement
in local precipitation forecasts as aresult of locally run numerical models was evident in the statistical results.

The greatest improvement in the precipitation forecasts from the WRF-Hot Start was noted at short lead times and
over 0.25t0 1.5thresholds. Improvement wasal so noted at larger threshol dswherethe WRF-Hot continued to produce
precipitation whilethe Etamodel dramatically underpredicted the precipitation amounts. However, at 3 hoursand at
thresholdstypically greater than 1.0inch, littleforecast skill wasnoted for all models. 1t should benoted that the summer
precipitationregimeinnorthern Floridaduring theeval uation wasmainly dominated by anair massof singleconvective
cells, which may account for the low equitable threat scores (ETSs) for all modelsat al thresholds. Improvementin
local wind forecasts produced by the WRF-Hot Start as compared to the Etawas evident in the results. Overal, the
WRF model sshowed astatistically significant lower biasand statistical errorsintheforecast wind speed than did the
Etaat all forecast hours, though the greatest improvement occurred at 12 hours. The error in wind speed at 3 hours
for the WRF-Hot Start was nearly 1 m s? less than for the Eta.

Noimprovement wasnotedintemperaturefor thelocal WRF ascomparedto Eta. Thelarger and negativetemperature
biases exhibited by the WRF-Hot during the eval uation period wastheresult of the WRF model generating too much
low-level cloudiness related to a bias in the LAPS-provided 3D temperature analysis. The bias in the LAPS
temperature analysisled to rapid cloud devel opment in the WRF model and consequent shading, and thus cooling of
afternoon temperatures. Thismechanismisonly partially responsiblefor the surface temperatureforecast biasinthe
WRF-Hot Start forecasts. All of the modelsfailed to accurately predict the full amplitude of the diurnal temperature
curve. Thiswasespecialy trueinthe WRF runswherethe PBL schemes'flattened" thediurnal curveintheforecasts.
These results were summarized in areport provided to the CSl leadership team. This groundbreaking work on the
impact of local-scale modeling hel ped shape future NWS modeling activities.

Several verification exercises supporting the work of the AWRP Product Development Teams were conducted
throughout the year. Specifically, a convective exercise was held from 1 March—31 October 2003, during which
numerous high-resolution convective forecasts were evaluated over the United States. Automated forecasts for
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convection were compared to human-generated forecasts so that the strengths and weaknesses of each could be
evaluated. Throughout the exercise period, feedback was provided by RTV S, through graphical displays(Figure84)
and statistics, to the algorithm devel opers and AWC forecasters.

The branch developed a new verification methodology for defining the observation fields used for evaluating
convective forecasts that take into account the impact of convection on the flow of air traffic and specific forecast
attributes. The technique for defining the observations for evaluating the convective forecasts was separated into
parts. 1) developing adefinition for the Convective Constrained Area (CCA) and 2) producing observed fields that
reflect the size and coverage attributes of the forecasts. The CCA provides the basis for measuring the "scale” of
convectiveactivity that impactstheflow of enrouteair traffic. Totakethisoperational considerationinto account, we
defined the CCA as an areaof intense convection plus a 10-nm radius surrounding the convection. Figure 85 shows
theraw convective observations, with the green areas representing the grid boxeswith intense convection. Oncethe
10-nmradius criterion is applied to the observations, the areas grow slightly (Figure 86) to represent the CCA area.
When using the CCA areaof interest, coverageiscomputed by evaluating the percentage of 4-km boxes meeting the
CCA criterion within alarger 92 x 92-km search box. This search box represents the minimum forecast areafor the
convective forecasts issued by the NWS Aviation Weather Center (AWC). Figure 87 shows the CCA area and
coverage for the example shown in Figure 85.

Thedevelopment of RTV Shascontinued over the past year. Therelational database management system (RDBMYS)
wasextended to all aspectsof RTV Sand hasbecomeanintegral part of the system dataaccessand storage capability.
TheWeb-based graphical user interface was also modified to allow easy and flexible access and manipulation of the
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Figure 84. Example of an RTVS screen showing the Collaborative Convective Forecast Product (CCFP)
for 6 March 2004.
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Figure 85. Raw NCWF (National Convective Weather Forecast) Hazard Product at 4-km resolution at
1900 UTC on 4 July 2003. Green areas indicate VIP values that are 3 and greater, and cloud tops are
assumed to be 20,000 feet or greater.

Figure 86. Map of convective activity that impacts enroute air traffic at 1900 UTC on 4 July 2003. Green
areas indicate 4-km NCWF Hazard +10-nm radius.
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datastored inthe RDBMS. Thisflexibility allows usersto compare various forecast lengths and issue times over a
user-defined time period and geographical area, for a variety of forecast models and algorithms. The Web-based
RTVS can be accessed at http://www-ad.fsl.noaa.gov/fvb/rtvy.

Projections

The Forecast Verification Branch will continue with real-time objective intercomparison exercises for turbulence,
icing, convection, and ceiling and visibility in support of the AWRP. New verification capabilitieswill be devel oped
for aviation forecasts produced by the NWS. Support will continue for FAA and NWS activities such as providing
inputintothedevel opment of anational verification program, transition of RTV StotheNWS, and the WRF numerical
modeling efforts. In addition, verification techniques will be explored to address questions pertaining to flight
operations.

The RTV Swill be enhanced to include advanced diagnostic verification approachesthat will provide userswith the
ability to partition errorsinto errorsthat are associated with the phase, orientation, and displacement of the forecasts
ascompared totheobservations. Extensiveeval uationsof the Forecast | cing Potential for Alaska(FIP-AK) algorithm
andtheCloud-Top Height algorithmwill be compl eted and provided tothe FAA/NWSAviation Weather Technol ogy
Transfer Board for its consideration to experimental status within the NWS. Finally, staff will continue to develop
verification tools, through RTVS, that provide immediate and useful feedback to forecasters.

N

&

L

Figure 87. Map of convective constraint areas with coverage 3,000 mi2 area that is 25-49% (light green), 50—
74% (medium green) and 75% and greater (dark green), at 1900 UTC on 4 July 2003. Yellow areas indicate
the CCFP.
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M oder nization Division
Carl S. Bullock, Chief
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303-497-7247

Web Homepage: http://mww-md.fdl.noaa.gov
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Objectives

The Modernization Division produces functional designs, or working prototypes of techniques, workstations, and
systemsthat may beimplementedinto the National Weather Service (NWS), or other agency operationsup to adecade
later. The processincludes selecting, tailoring, and implementing advanced techniques and devices produced by the
research and devel opment community, industry, or el sewhere. Developmentsarestateof theart and continually evolve
along with new technological advances, such asthe D2D (Display Two Dimensional) software.

The modernization of NWS operations involved the development of a new radar system, an automated surface
observing system, a new series of geostationary satellites and products, and a communications and forecaster
workstation system, the Advanced Weather Interactive Processing System (AWIPS). FSL participates in risk
reduction activities to help the NWS meet its goal sin the continued devel opment of AWIPS.

The M odernization Division comprisestwo branches:

Risk Reduction Branch — AWIPS support and evaluation

Enhanced Forecaster Tools Branch — AWIPS Forecast Preparation System
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Risk Reduction Branch
Carl S. Bullock, Chief

Objectives

Work inthe Risk Reduction Branch isdirected toward hel ping the National Wesather Service (NWS) evolve. Thetwo
focus areas include operation and evaluation of risk reduction activities and the continued development of AWIPS.
Since NWS announced in 1996 that the FSL -devel oped WFO-Advanced system would form the core of the AWIPS
software to run at all Weather Forecast Offices (WFOs) and River Forecast Centers (RFCs), the development and
evolution of AWIPS has been our primary activity.

Accomplishments

AWIPS Software

During 2003, AWIPS Operational Builds(OBs) 1 and 2 weredeployed, and the devel opment for OB3wascompl eted.
The upgrades included the introduction of new radar data and products in each of these software builds. High-
resolution wind data, derived from Doppler velocity data, are now availability in AWIPS in real time. Before this
upgrade, agraphic plot of these windswere only available every 5to 10 minutes. Typically covering thelowest few
thousand feet of the atmosphere, these winds can be displayed in avariety of ways: aswind barbson avertical staff,
aswindreportsonatimeversusheight graph, or onawind speed versusheight plot. Another additionwasahigh spatial
resolution (.25 km) storm-relative vel ocity display, which iskey in diagnosing the motion of the atmosphererelative
to fast moving storm cells. A graphical user interface allowsthe forecaster to easily enter storm direction and speed
in the forecast, or the default value calculated by the radar can also be automatically invoked.

Themanner inwhich AWIPShandlesWSR-88D radar products hasbeen thoroughly revisedin OB3 to accommodate
new volumescan strategiesto beintroducedin 2004. For example, radar productswill behandled inagenericfashion
with anarrow range of tilts assigned to agroup. Rather than displaying each tilt separately, radar tilts within afew
tenthsof adegree can bedisplayedtogether. Thus, the changing of volume scanswill notinterrupt thetime continuity
of radar loops. AWIPSwill also display radar productsof different resolutionswith asingleselector which simplifies
the user interface.

A rapid update radar algorithm product wasintroduced in OB2. Algorithm products used to be generated at the end
of aradar volume scan, which meant that these products were several minutes behind the latest radar data. The new
rapid update scheme now used to generate these products all ows al gorithm outputs such as mesocyclone and tornado
vortex detection to update after each tilt. AWIPS can now handle these new rapid update radar products.

NWS changed the AWIPS ingest of WSR-88D radar data from proprietary hardware (X25 protocol) to a TCP/IP-
based approach during the past year. FSL revamped the radar request software to use the AWIPS wide-areanetwork
(WAN). These requests to noncollocated radars used to be made via a dedicated phone network. The new WAN-
based approach is much faster and more flexible, and will allow decommissioning of the dedicated phone network,
which costs of over $1 million each year.
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Substantial enhancements have been made to the warning generation (WarnGen) applicationin AWIPS. The NWS
isimplementing anew code(Vaid Timeand Event Code, or V TEC) inwatch, warning, and advisory products. Outside
users can track weather events via a code string which is added to these products. The FSL application used to
generatewarningswill automatically add theappropriateV TEC code. Forecasterscan al soissuefollowup statements,
viathe Warngen application, that automatically refer to the original warning. Inaddition, anumber of quality control
checks are performed by the software to ensure that these products are internally consistent and properly formatted
before they are transmitted to the public.

A number of new datasetswere added to AWIPS|ast year, such ashigh density windsderived from each of the GOES
satellite imager channels. These winds cover many atmospheric levels and represent high spatial resolution where
there are targets that can be tracked by the automated routines generating these estimates. Also added to AWIPS
were QuickSCAT ocean surfacewinds, which arederived from aspecially instrumented polar orbiter satellite. These
dataarevery valuabl eto officeswith marineresponsibility in providing information over alargeareathat isotherwise
devoid of data. Temperature and precipitation anomaly grids were added. They are generated by experts at the
ClimatePrediction Center at theNational Centersfor Environmental Prediction (NCEP). They depict departuresfrom
normal conditionsfor many monthsinto thefuture. Many new fields can now be generated from model gridsthanks
to additional equationsthat were added to the grid volume browser. The user interfacewas modified in OB3 to show
the resolution of the various grids from numerical weather prediction models.

Projections

During 2004, wewill continuetowork on updating AWIPSsoftwarewithtwo major Operational Builds: OB4and OB5.
Theseimplementationswill involveporting of theremaining decodersto Linux sothat the Hewl ett-Packard application
serverscan bedecommissioned. Acquisition of theNOAAPORT datastreamwill undergo asignificant upgradewith
theintroduction of digital video broadcast technology. A new GRIB decoder will beinstalled, enabling transmission
of compressed gridsin GRIB 2 format. We anticipate a100-fold increase in the amount of grid datathat can be sent
as aresult of these changes. In addition, a number of maintenance releases are planned; maintenance release OB
3.1 will be deployed by summer 2004 to enable testing of the new VTEC text messages.

We planto start work on anew prototype system which will represent the completed evol ution of AWIPSto aLinux-
based system, including exploration of software and hardware architecture changes. The goal is to improve
performance and investigate the possibility of integrating separate applications into a single system, for example,
combining thedrawing and editing capabilities. Thenew prototypeisamajor interest, and wewill look ahead to some
of the planned improvements in other areas of NWS and NOAA, such as the proposed NOAANEet and enterprise
architecture.
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Enhanced Forecaster Tools Branch
Mark A. Mathewson, Chief

Objectives

Thefocusof the Enhanced Forecaster ToolsBranchisthe devel opment of the I nteractive Forecast Preparation System
(IFPS). Inconsultationwith aworking group of National Weather Service (NWS) forecastersand partnersinthe NWS
Meteorological Development Laboratory, we are designing and building the graphical forecast support system for
AWIPS. A basic NWS concept driving the design of the IFPS is that NWS forecasts are now based on a suite of
grid-based digital data. Theforecaster isresponsiblefor the creation and maintenance of adigital database containing
all forecast elements over a 7-day forecast period. |FPS permits forecasters to spend the bulk of their forecast shift
focusing on meteorology rather than typing text products. At each office, a team of forecasters interact with the
database by applying toolsthat manipul ate the gridded datain meteorol ogically meaningful ways. Oncetheforecast
iscomplete, thisweather forecast information can be communicated in avariety of ways, ranging from automatically
formatted text products to simpleimagesthat represent a particular weather forecast element to ahighly interactive
user interface in which customers query the forecast database to get precise information.

Accomplishments

During 2003, wefocused on three devel opment tasksof theadvanced | FPS: enhancing the capabilitiesof the Graphical
Forecast Editor (GFE), devel opingfield customizabl etext products, and providing | FPSfield consul tation and support.

Enhancing the Graphical Forecast Editor — The GFE provides tools for the forecaster to view and edit grid fields
that capture the essential information needed to generate a variety of forecast products. Productive interactions
between field forecasters and devel opers prompted numerous enhancements of the GFE graphical user interface
(Figure 88), GFE Inter-Site Coordination (ISC) capabilities for coordinating forecasts between NWS offices, and
extending the | FPS database for new datatypes. Smart tool infrastucture was improved to provide forecasters with
more powerful toolsto compare and edit their forecast grids. Three versions of the GFE were delivered to the NWS
forinclusioninthe AWIPS Rapid AlphaProcess (RAP), IFPS13, 14, and 16. In addition, three major and numerous
minor revisions of the Rapid Prototype Process (RPP) software were provided to RPP field sites for focused testing
on particular areas of the GFESLUite, such as text product formatting.

A major milestone was reached for the NWS on 1 October 2003 when |FPS and GFE reached their Initial Operating
Capabilities(10Cs). Thismarkedthetransitiontothegridded forecast paradigm, with theemphasisonquality gridded
forecasts that have been collaborated and coordinated with adjacent offices.

Developing Field Customizable GFE Text Products — During 2003, the NWS asked us to develop a set of locally
customizable text formatters of operational quality for IFPS. Thisdevelopment continued throughout the year. The
first version of the 10 core products required for the IFPS Initial Operating Capabilities was completed for |FPS14
last summer. The productsrangefromtabular summariesand coded tablesto narratives, and cover the public, marine,
and fire weather servicesin the NWS. We continued working with the field offices via the RPP software process,
and provided multiple software releases to the field for testing the new infrastructure. Another focus involved
improvingthe phrasestructuring of theworded forecastsfor local effect areas. The NWSfield officesbeganreplacing
the older technology IFPS product formatters with new GFE field customizable formatters.
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Providing IFPSField Support — The NWS maintains three |FPS-related listservers for the field to discuss issues,
find solutions, and interact with the devel opers. We make good use of the listserversto the benefit of the forecasters
andfocal pointsby providing quick turnaroundto questions, tipson better use of thesoftware, andfieldtroubl eshooting
aswell asfocal point consultations. In atypical month, weinteract with half (approximately 60) of the NWS offices
viathe listservers.

Projections

During 2004, wewill continuetoimprovethe GFE, improvethefiel d customi zable GFE text products, and providefield
support. Development focusonthe GFE isshifting from*“knobology” to science. Additional datatypeswill beadded
tothe GFE, such assatellite, radar, and climatology. Improved Smart Tool infrastructureand interpol ation techniques
will be tested and deployed. The GFE Text Products will undergo transition as we implement the NWSValid Time
Event Code (VTEC) into the appropriate products, and asweimprovetheword phrasing in times of complex weather
Stuations.
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Figure 88. Screen from the Graphical Forecast Editor showing a highly detailed forecast surface temperature
field. A meteorologist has edited this field in preparation for dissemination to users.
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Technology Outreach Division
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Objectives

The Technology Outreach Division, previously named the International Division, develops and promotes new FSL
project opportunitiesand emerging technol ogiesto NOA A and other government organi zationsand the private sector.
It facilitatesinternational technology transfer programsthrough cooperative agreements. Support isprovided for the
followingmajor activities:

» Science On a Sphere™ — Conceived by FSL Director Dr. Sandy MacDonald, Science On a Sphere™ (SOS) is
aNOAA program to develop arevolutionary system for educating the public on the holistic nature of Earth's ever-
changing oceans, atmosphere, and land. SOS presents an engaging three-dimensional representation of our planet
asif theviewer werelooking at the Earth from space, offering anew and exciting way to learn about NOAA'sglobal
science programs.

* CWB Technology Transfer Project — The Technology Transfer Project at the Central Weather Bureau (CWB)
of TaiwanisFSL'slongest standing cooperativeproject. Thel4-year CWB-FSL partnership hasresultedinmutual
benefits and cooperation in the areas of information systems, data assimilation and modeling, high-performance
computing, and observing systems.

* Korea Meteorological Administration (KMA) Project — Working under agreement, FSL is collaborating with
the Meteorological Research Institute (METRI) of the Korea Meteorological Administration (KMA) to design
anowcasting system based on FSL's WFO-advanced meteorol ogical system, support startup and operation, and
implement atraining program for forecaster systems and operations staff.

» Hong Kong Observatory LAPSTraining Program— In support of nowcasting systems and numerical weather
prediction models at the Hong Kong Observatory (HKO), FSL isunder contract to provide in-depth training on
the design and implementation of the Local Analysisand Prediction System. Thisfrequently updatedlocal-scale
analysis scheme will be set up to run operationally at the HK O to improve weather prediction in the area.

* FX-Net Program—FX-Net isdesigned as an inexpensive PC workstation system for usein avariety of forecast,
training, education, and research applicationsnot requiring thefull capabilities of aWFO-Advanced type system.
FX-Net makes AWIPS products accessible over the Internet via high and low bandwidth communication lines.

» Wavelet Data Compression Project — Integral to the FX-Net technology is a wavelet compression technique
that can reduce and transmit product file sizeswith minimal loss of resolution.
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NOAA Science On a Sphere™ Project
David Himes, Senior Software Engineer/Team Leader
(303-497-5447)

Web Homepage: http://www.fsl.noaa.gov/sos
Objectives

The success of every aspect of NOAA's mission depends on public understanding of science and the environment.
Science OnaSphere™ isthe centerpieceof aNOAA program for educating the public onthedynamicforcesof nature
that impact our oceans, atmosphere, and land. Using computers coupled with video projectors, the system presents
NOAA'’sglobal scienceinanengaging three-dimensional representation of the Earth'sfeaturesasif they wereviewed
from space. Unlimited global scientific datasets can be displayed on the surface of alarge opague sphere, including
the weather, climate, and geology, as well asimages of the solar system. At exhibition centers featuring NOAA's
Science On a Sphere™ (Figure 89), audiences enter adisplay area and move freely around the vibrant, suspended
"Earth" andlistentoanarrativedescribing, for example, how warmwater signalingan El Nifiotravel sacrossthePacific
Ocean. Hurricanes, as viewed from weather satellites, can be observed forming off the coast of Africaand moving
across the Atlantic Ocean toward the United States. Data from military satellites show the spectacular lights of our
planet at night. Other popular displaysinclude massive, churning solar flares of the Sun, geological objects on the
surface of Mars, and the cloudy atmosphere of Jupiter. Science On a Sphere™ technology provides anideal way to
educate the public on many important issues, both environmental and economical, and enhances NOAA'’ s capacity
to advance science and environmental literacy in partnership with public and private organizations.

Figure 89. David Himes (right) discussing Science On a Sphere™ at a conference.
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Accomplishments

Under development at FSL since 2001, Science On a Sphere™ has been shown to thousands of viewers, children and
adults, at its home location at NOAA's David Skaggs Research Center in Boulder. Sinceits 2002 public viewing at
theNOAA ScienceCenter, it hasbeen exhibited at numerousscientific and educational conferencesaroundthe United
States. Major exhibitsduring 2003 included the National Association of Broadcasters/Cable Conferencein Chicago,
the Association of Science-Technology Centers Conferencein Minnesota, and the Earth Observation Conferencein
Colorado Springs. Development of the system during the past year involved increasing interaction with outside
organizations through a partner program and creating new system features, as described below.

Partnerships— NOAA and FSL developed a partner program that enables Science On a Sphere™ to be permanently
installed at asmall number of science centersand museumsaround theworld. Thepartnershipisstructured onacost-
recovery basis, in which the participating organization purchases all of the parts (hardware and software) needed to
build Science On aSphere™ and then providesNOAA with abudget toinstall, configure, and support thesystem. The
negotiationssofar haveresultedinagreementswithtwo sitesto participateintheprogram, and several other sitesunder
negotiation. In conjunctionwiththepartner program, NOAA isactively soliciting licensing agreement proposal sthat
would enablethetransfer of all or part of the technology supporting Science On a Sphere™ to aprivate organization
for marketing and commercial distribution. NOAA is also awaiting delivery of apatent for Science On a Sphere™.

New System Features—Thevisualization system of Science OnaSphere™ includesvideo projectors, computers, and
custom display software. Four computers run the video projectors (Figure 90) that shine separate images (from
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Figure 90. Schematic showing the connection between the computers that run the video projectors and the
control system for Science On a Sphere™.
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data) onto each quadrant of the sphere, and a separate computer controls the whole system. This fifth computer
synchronizesthefour displaysand runstheuser i nterface and automation controls. Thegeneral development goal was
to make Science On a Sphere™ arobust visualization system to present amuseum-quality exhibit for deployment in
museums and science centers. Thethreetop prioritiesestablished to reach thisgoal areto 1) create apartner program
to give Science On a Sphere™ broader public exposure; 2) build an automatic, unattended mode of operation,
synchronized sound, and application programming interfacesfor automation control; and 3) devel op the capahility to
prompt external audio-visual displaysand streaming media.

Science On a Sphere™ was traditionally controlled through a user interface, and display products were selected by
amouseclick. TheSOSteaminvestigated and devel oped amethod for running the system unattended for long periods
of time. Theconcept of "playlists’ (acollection of visual displays) wasemployedto createan automatic play capability.
After beingloadedintothesystem, theplaylist canautomatically sequencethrough aspecified number of visua displays
to createan entire Science OnaSphere™ presentation. The system can be programmed to stop at theend of theplaylist
or loop through it forever. Combined with an automatic mode of operation, the playlist function allows ScienceOn a
Sphere™ to work well in amuseum setting, wherethe system is started at the beginning of the day, run all day long,
and shut down at the end of the day.

Audio Enhancements — Another important new feature is the ability to play audio streams that are coordinated and
frame-synchronized to themediabeing shown onthesphere. Through part of thesystem, anaudiofile, suchasan MP3
or WAV file, can be created independently and associated with display datato be shown on Science On a Sphere™.
The playlist associatesthe audio file with aspecific visual presentation, thus enabling the system to run soundtracks
alongwith thevisuals.

Automation Controls — Automation control systems, generally purchased from commercial vendors, are used by
many museums and organizations to operate exhibits for public viewing. Sometimes called "show floor control
systems," thistechnology isideally used to automatically control functionssuch asturning lightson and off, opening
doors, or starting video presentations. The show floor control system connects to the device to be controlled across
anetwork, or through aserial line, and then sends commandsto control a particular function, such as showing anew
satellite display; however, many devices are generally controlled simultaneously by one system. Science On a
Sphere™ now supports the standard protocols used by most commercia show floor control systems. This major
advancement allowsit to be operated with variousremote control devices, such astouch screens, hand-held remotes,
and other software applications.

External Triggers— The ability to display PowerPoint-created slides on external display devices was also added to
Science On a Sphere™. The slidesfor a presentation are associated with media being shown on the sphere through
theplaylist. Asthevisualizationisshownonthesphere, thesystemadvancesthroughtheslidesthat arethendisplayed
on aseparate display device, such asalarge plasmamonitor or aseries of LCD screens. Thisfeature addsflexibility
to the system and enables the enrichment of any particular presentation with additional, perhaps more detailed
information about what is being displayed on the sphere.

Projections
AsScienceOnaSphere™ continuesto evolveand mature, new partnershipswill beformed through negotiationswith

museums, science centers, and other organizations. It isanticipated that FSL will contribute significant effort toward
thesupport of ScienceOnaSphere™ at remotelocationsasmoreinstitutionssignonfor the partner program. Planning
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and organization activitieswill continue in support of exhibitions of the system at scientific, educational, and other
specia venues.

New system development is proceeding toward software robustness, ease of use, increased sophistication in the
treatment of audio, 3D graphics, and investigation of new technology. Future enhancementswill include capabilities
that make the system more useful for museums, for example, running the system nonstop in an unattended mode for
10-12 hours every day of the week. A kiosk-style or touch-screen interface will be investigated to provide public
access to the interactive features of the system. The audio subsystem will be enhanced to provide tighter
synchroni zation between the visuali zations and the soundtracks. Increasesin the power of 3D graphicshardwarewill
enable new levels of interaction with the system. Another task isto determine if an MPEG-based video system can
provide a viable, low-cost alternative to the data-driven version of Science On a Sphere™. High-definition video
formats will be explored as an alternative to using the standard MPEG format.

Among the planned exhibitionsin 2004, NOAA's Science On a Sphere™ isinvited to participate at the G8 Summit
Conference (810 June 2004, Sea Island, Georgia) to help demonstrate some of NOAA' s Earth systems science at
work.

NOAA and FSL will continueto cooperatein finding waysto maximize the useful ness of thispowerful visualization

system, and to enhancethe partnership program to provide broader public exposure of NOAA'saccomplishmentsand
goals.
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Central Weather Bureau of Taiwan Technology Transfer
Fanthune Moeng, Program Manager

Objectives

FSL’s collaboration with the Central Weather Bureau (CWB) of Taiwan is a 14-year success story in technology
transfer of weather forecasting applications. Sincethe approval of formal cooperative agreementsin June 1990, the
CWB-FSL partnership hasgrown toinclude major initiativesfor improving CWB forecasting capabilities. Together
they have developed a series of PC-based forecast workstations, the latest one — operational at the CWB Forecast
Center —is the Weather Information and Nowcasting System (WINS 11). Now incorporated into the CWB central
facility, thissystemincludesdatasources, communication, preprocessing, and product generation. WINSII provides
dataand productstooutsideuserssuch astheCivil AeronauticsAdministration (CAA), universities, theEnvironmental
Protection Agency (EPA), and the Taiwan Hydrology Bureau.

Thestrong forecastinginfrastructurethat hasbeenbuilt at CWB includesgreater datacollection, improved observation
systems, high-perf ormance computing, and management capabilities—all combining toempower CWB with new and
more useful forecast products. CWB is positioned to take advantage of this infrastructure in new ways as more
powerful techniques are developed within FSL and other NOAA laboratories. The effectiveness of the CWB-FSL
cooperation is based in large part on CWB's willingness and ability to develop and use customized products with
associated technical support. FSL's mandate to provide useful technologiesfits with CWB'sreal-world forecasting
needs.
Accomplishments

The goalsto improve forecasting capabilitiesat CWB during 2003 involved three major areas:

 Loca Analysisand Prediction System (LAPS)
* Forecast Assistant System (FAS)
« Continuing interaction on earlier cooperative projects.

Local Analysisand Prediction System— Thelatest L APS software code for the MM5 Hot Start model was delivered
toCWB'svisitingscientist at FSL inlate September 2003. Thissoftware, toberunonLinux PCs, will includethecloud
and precipitation analysis package along with the MM 5 model and Hot Start to focus on 0—-12-hour forecasting. New
datasetsincluded visibleand | R datafrom the GOES-9 satel lite; more compl ete, consistent, and better quality surface
data; and compositeradar datawithimproved reflectivity quality control and vel ocity dealiasing. FSL staff continued
toimprovethereal-time LAPS running on the CWB system in Taiwan, and provide support for the staff there on the
daily running of the LAPS system.

Membersof theL APSgroup trained CWB visiting scientists, including two outstanding scientistswhoworked at FSL
for amost six months in 2003 to help define Taiwan's radar quality control issues and diabatic heating from radar
reflectivity. Significant contributionsweremadein defining cloud vertical motionsand precipitationfall velocity and
concentration, which improved LAPS cloud and precipitation analysis. This collaborative work (CWB-FSL) was
published in the Terrestrial Atmospheric and Oceanic Sciences Journal in September 2003, titled "Precipitation
simulationwith Typhoon Sinlaku (2002) in Taiwanareausing LAPSdiabaticinitiaizationfor MM5." Figure104 shows
thelatest LAPSproduct displayed onthe CWB WINSII system. Moredetailed LAPSanalysisinformationandonline
training materials can be found on Webpage http://laps.fd.noaa.gov/szoke/taiwan_lapstrainingpage.html.
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Forecast Assistant System— During 2003, FSL continued its general support of CWB’s WINS I forecast system,
and helped enhanceits severe weather warning and forecast capabilities. In collaboration with the National Weather
ServiceMeteorological Development Laboratory (MDL), FSL provided supportin portingthe Systemfor Convection
Analysis and Nowcasting (SCAN) to WINS Il with an upgraded AWIPS Operational Build 2 (OB2). SCAN isan
integrated suite of multisensor applications that detect, analyze, and monitor convection, and generates short-term
probability forecasts and warning guidance for severe weather. Theinitial SCAN component includes a series of
severe weather detection and prediction algorithms such as a 0—1-hour quantitative precipitation forecast (QPF)
product. A scientist from Taiwan visited FSL for ahalf year to support theintegration and configuration of the SCAN
source code with AWIPS OB2. FSL and MDL also provided test data and scripts necessary to provide localization
for use at CWB. Figure 91 shows preliminary SCAN products used on WINS 1. The first display shows CZ radar
data with overlays of three SCAN products. The second image shows a cell table in real time that forecasters use
toreview particular attributes of theidentified storm cells. By clicking on aparticular cell identifier, SCAN zoomsin
tothe storm cell of interest so the forecaster can inspect details. The cell table attributes are ranked (col or-coded and
ordered) with respect to user-defined categoriesfor each attribute. Thetimetrend plots(small 2D plots) of the storm
attributes are obtained by clicking on the table entry.

- Central Weather Bureau build5.1.2 D-2D (User: fxa Hostname: ixdsp09.mic.cwb Data: fxsvr02a
File View Options Tools Volume Satelite CGM Surface UpperAr Radar Stat Fcst Obsolete Maps GIS  Help

e g S | e 9] 1 ] 251 B s 25l i oy

2 105:44:15: No data inventory is avallable for GOESI.VIS MES Sat /= Radar: | [06:25:31:

Figure 91. Central Weather Bureau's WINS |l workstation user interface showing LAPS products.
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FSL aso provided FXC (FX-Collaborate) and D3D (Display 3D) softwareto the Central Weather Bureau for further
evaluation and customization. Using the common AWIPS database, FXC provides collaborative features such as
drawing tools, briefing tools, and Web access. Two FXC and D3D expertsfrom FSL visited Taiwan last October to
providetechnical supportto CWB forecast staff, including talksabout design detail sand demonstrationsfor potential
FXC users.

Interaction on Earlier Cooperative Projects — Several earlier projects between CWB and FSL involve continuing
interaction. For example, last year the U.S. Government decided to move the GOES-9 satellite so it could cover the
Asian area in support of weather service operations. In response, FSL provided satellite receiving hardware
configurationinformation to CWB’ s Satellite Center. FSL also modified the GOES variable (GVAR) datasystemto
provide CWB with the capability to ingest and process GOES-9 data prior to the critical typhoon season in 2003.

Projections

During 2004, the FSL-CWB team will focus on three ongoing tasks:

« Local Analysis and Prediction System (LAPS), which performs high-resolution analyses and provides short-
range forecasts of the weather using both locally and centrally available meteorological observations.

« Continuation of enhancementsto CWB's current forecast workstation, WINS 11, including SCAN, which will
provide short-range forecasts of precipitation from remote-sensor observations.

* Interactions on earlier cooperative projects.

LAPS— FSL will add additional background models as options for the LAPS analysis and the Hot Start MM5 run.
Candidatesfor the background models are CWB's Global Forecast System (GFS), Typhoon Forecast System (TFS),
and NFSwithdifferent resolutions. FSL and CWB will implement theexisting LAPSReal-TimeV erification System
(LRTVS)toaccommodatevariablesfor theHot Start MM5. Thetwo MM5groupswill add aprecipitationverification
component, continue to improvethe cloud analysis scheme, and provide support on ingesting new data sources such
as GOES and GPS-1PW. FSL will establish a shadowing system of CWB’sHot Start MM5 at FSL. LAPS training
and technical support will be provided when the LAPS Hot Start is running at CWB.

Enhancements to WINS |1 — Using statistical extrapolative techniques, FSL and CWB will collaborate to port an
existing quantitative precipitation forecast system of short-range precipitation forecasts from remote-sensor
observations. CWB technical support will be trained on the use of SCAN, Interactive Forecast Preparation System
(IFPS), D3D, and FXC software customization, so that CWB can include these components as part of the WINSI|
system.

Interactions on Earlier Cooperative Projects — Technology continues to be transferred successfully from FSL to
the Central Weather Bureau asaresult of closeinteraction between the two organizations. FSL will continueto keep
CWB staff updated on current devel opments, whichwill all ow continued interaction at an appropriatelevel. Ongoing
activities involve new software releases of the forecast information system, including the Internet-based forecast
workstation, dataassimilation, forecaster training, visitor exchanges, published papers/progressreports, and frequent
e-mail interaction.
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Korea Meteorological Administration Forecaster’s Analysis System
Fanthune Moeng, Project Manager

Objectives

The Technology Outreach Division is under agreement with the Meteorol ogical Research Institute (METRI) of the
Korea Meteorological Administration (KMA) to design a nowcasting system based on FSL's WFO-Advanced
meteorological system. The development of an integrated workstation, the Forecaster's Analysis System (FAS), is
the capstone of years of modernization at the KMA to provide better weather information to its citizens. The
cooperative effort will be carried out by researchers and engineers from both organizations.

Accomplishments

In meeting the goalsto improve forecasting capabilitiesat KMA during 2003, four major tasks were compl eted:
» Development of nowcasting techniques
* Quality control and standardization of domestic remote sensing data
« Enhancement of the Forecaster's Analysis System (FAS)
« Automation of the Forecast Preparation System (AFPS)

Nowcasting Techniques — Initial nowcasting techniques are being developed for the Forecaster's Analysis System
at KMA. These nowcasting techniques are based on the AWIPS System for the SCAN (Convection Analysis and
Nowecasting) application with the ORPG (Open systems Radar Product Generator) algorithms, such as Storm Cell
Identification and Tracking (SCIT), Composite Reflectivity (CZ), and Vertically Integrated Liquid (VIL). These
algorithms are based on the centroid identification and a tracking technique that detects, analyzes, and monitors
convection, and generates short-term forecasts and warnings for severe weather and flash floods. During 2003, FSL
and the Meteorol ogical Development Laboratory (MDL) delivered the AWIPS Operational Build 2 (OB2) to KMA
visitingscientists. FSL, MDL, andtheNational Severe StormsL aboratory (NSSL) also provided KM A withthe ORPG
code and data simulator software applications, along with support for their installation. NSSL also provided aradar
format conversion application for converting KMA's UF radar format to the NEXRAD format.

Datawereingested from the KMA radar (at Jindo, Korea) in UF format and run through ORPG to generate the radar
products(mentioned above). Theseproductsarenecessary to manually usetheradar cell-tracking al gorithmsand port
themto FAS. Visiting scientistsfrom KMA worked with MDL and FSL staff to set up aproper working environment
withthelatest AWIPSOB2, and receivetraining and/or demonstrationson basic radar meteorology, FAS, SCAN, and
ORPG. Staff from the National Weather Service and MDL also hel ped them to improve their programming skills
related to the project.

Quality Control and Standardization of Domestic Remote Sensing Data — Another goal was to analyze and
evaluate prospective radar quality control algorithms and develop a proposed scheme to resolve quality control
problemsattheKMA. Thiswork, ledby NSSL, involved examining quality control algorithmswithin ORPG and other
NSSL -developed radar quality control algorithms. The QC-related ORPEG algorithms currently include Vel ocity
Dedliasing, Radar Echo Classifier, and Data Quality Analysis, all of which are used operationally at each NEXRAD
radar site. Other NSSL quality control componentsreviewedincluded ground clutter, APremoval, seaclutter, vel ocity
dealiasing, point echoes, clear air echoes, line echo, and ring and disc-shaped echoes. When these analyses were
completed, NSSL provided acomprehensivereport that recommended aplanfor KMA toimplement its DataQuality
System for 2004—2005 and address its radar quality control problems.
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A visiting scientist from KMA studied the basic NEXRAD components (radar data application, radar product
generator, and principal user processor), aswell as numerous radar meteorology and conference proceedings from
arecent American M eteorol ogical Society Radar M eteorol ogy Conference. Thisscientist visited NSSL for twoweeks
in May and again in November to learn the whole suite of quality control algorithms at NSSL. FSL received other
softwarefromNSSL, including the ORPG quality control algorithms, ORPG datasimulator, UFformat decorder, and
additional software scriptsand instruction. The visitor applied this eval uation software to analyze KMA radar. The
proposed ORPG platform could integrate additional quality control algorithms, including othersfrom NSSL.

FASEnhancement —FSL provided KM A with periodic upgradesto the Forecaster's Analysis System along with new
AWIPS OB releases, products, capabilities, and software. FSL released AWIPS OB2 to KMA to enhance FAS
operational capability. Currently, amodified version of the 5.2.2 version of AWIPSisrunning on the system. FSL
alsoprovidedtechnical supportto KM A onlocalization and configuration, and other specific areassuch aslatitudeand
longitude lines on the map background, and anew GOES datadisplay. FSL staff supported KMA intheinstallation
and configuration of new AWIPS OB2 software for FAS enhancement work.

FSL hosted atraining session for eight KMA senior forecastersat FSL in October 2003, which included an overview
of FSL and an introduction and/or demonstration of the Graphical Forecast Editor, MSAS (Mesoscale Surface
Assimilation System) quality control, LAPS, SCAN, Flash Flood M onitoring and Prediction (FFMP), Wind Profiler,
Doppler radar meteorology, GPS network, hydrological applications, and satellite meteorology. Thetrainees also
toured the National Center for Atmospheric Research (NCAR) and the Space Environment Center (SEC), and
participated in FSL's daily weather briefings.

Automation of the Forecast Preparation System — KMA will benefit from incorporation of the Automation of
Forecast Preparation System (AFPS), based on the AWIPS Graphical Forecast Editor (GFE) application, whichis
used by NWS forecasters to improve the efficiency of generating gridded forecasts. AFPS will minimize forecast
preparation time and maximize the forecaster’ sability to interact with the digital forecast database. A KMA visiting
scientistinstalled and configured the GFESuitefor evaluation onalocal devel opment workstation, and participatedin
the GFE user training. Thisvisitor also studied the GFE software documentation and training guide, and investigated
aproposed K orean menu for GFE and facsimile capability (within GFE or FAS), and Python softwarefor GFE smart
tool algorithms. Other KM A senior managersalso visited FSL for coordination purposes. Animportant aspect of this
projectispublishingarticlesrelatedtotheKMA-FSL project. Two KMA visitorspublished papersfor the2003 Annual
American Meteorological Society Meeting. Onepresented apaper titled "FAS: AnInternational Version of AWIPS"
detailing the successful implementation of the Forecaster'sAnalysis System at KM A, and the other presented apaper
titled "Application of the SCIT Algorithmsto South Korea Storm Data." Figure 93 shows one storm case observed
by Jindo, Korea, radar and Figure 94 isthe SCIT tracking results from the case study presented in this paper.

Projections
During 2004, FSL will collaborate with the KMA project team on three tasks:
» Development of nowcasting technigque
 QC and standardization of domestic remote sensing data

* Further enhancement of the Forecaster’s Analysis System (FAS).
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Figure 93. Slorm data observation by radar at Jindo, Korea, used in a case for applying SCIT algorithms to
Korea storm data (collected once every hour).
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Figure 94. Sorm tracking information computed from ORPG algorithms.



Technical Outreach Division — Korea Meteorological Administration

Development of Nowcasting Technique — FSL and KMA will port SCAN code into FAS and get ready for atrial
operation test. The SCAN components will have a series of operations including storm detection and prediction
algorithms plus data i ntegration techniques for KMA forecastersto use during severe weather warning operations.
FSL and the Meteorol ogical Development Laboratory will also provide SCAN training and technical support on the
testing and validation of SCAN.

Quality Control and Standardization of Domestic Remote Sensing Data — FSL, NSSL, and KMA will begin to
design and develop theinitial KMA Data Quality System. Candidate al gorithms will maintain the components and
codingfrom ORPG, NSSL radar quality control algorithms, and other algorithmsthat will best addressK MA’ squality
control needs. FSL and NSSL will makeavailableapreliminary KMA DataQuality System based on sampledataand
QC software that will undergo initial testing at FSL and NSSL, and provideit to KMA personnel to test on KMA’s
operational radar.

FAS Enhancement — FSL will continue to provide technical support on FAS evaluation and improvement, periodic

upgradesto AWIPS Operational Build 3 or 4 (with new product display toolsfor cold and warm fronts), and system
modification to meet KMA'’s forecast system requirements.
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Hong Kong Observatory LAPS Training Program

Fanthune Moeng, Project Manager
Objectives

FSL isunder agreement to collaborate with the Hong Kong Observatory (HKO) to provide it with specific weather
services:

* | n-depth training on the design and implementation of FSL'sLocal Analysisand Prediction System (LAPS). A
frequently updated | ocal -scal eanal ysisschemewill beset uptorunoperationally at HK O in support of nowcasting
systems and NWP models.

» Advance the scientific knowledge and skills of the HK O forecast system developersin data assimilation.

» Enhance analysis and forecast systems management at the HKO.

Accomplishments
During 2003, FSL provided avisiting scientist from HK O with a 10-week training program at FSL that emphasized:

» Data Ingestion — Details about the ingestion of various observations into LAPS, especidly the satellite
(geostationary and polar orbiting) data.

 Data Analysis— Details of the analysis methods used in LAPSincluding successive correction and variational
analysis. Implementation of these methodsin LAPS, in particular the cloud forward model and balance scheme.

* WIAP Analysis— Detailsof the“Water In All Phases’” (WIAP) analysisfor initializing model forecastina“Hot
Start” mode.

* Model Interface—Detail son waysto devel op interfacesto connect L APS anal yseswith nonhydrostati c models,
such as WRF.

Projections

This project was completed in 2003.
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FX-Net Program
Sher Schranz, Project Manager

Objectives

The FX-Net program was established to devel op a network-based meteorological workstation that provides access
tothebasic display capability of an AWIPSworkstation viathe Internet. The design goal wasto offer aninexpensive
PC workstation systemfor usein avariety of forecast, training, education, and research applicationsnot requiring the
full capabilities of a WFO-Advanced-type system. Although designed primarily for Internet use, FX-Net will also
accommodate local network, dialup, and dedicated line use. The system consists of an AWIPS data server, an FX-
Net computer file server, and a PC client. In the case of a completely redundant system, aload balancer is also part
of the system. The FX-Net server, amodified AWIPSworkstation, islocally mounted next to the AWIPS data server
viaahigh-speedlink. The FX-Net client sends product requestsviatheInternet to the FX-Net server, which responds
by sendingtheproductstotheclient. Theuser interfaceof the FX-Net client closely resemblesthe AWIPSworkstation
user interface, except for reduced resol ution and complexity to allow for rapid I nternet response. Some of the FX-Net
clientfeaturesrelated tofunctionality includel oad, animation, overlay, toggle, zoom, and swap. Althoughtheclient Java
application can be run on a number of standard PC platforms, the system performs best under Windows 2000, or
Windows X P. The minimum client hardware configuration consists of a500-MHz processor with 256-MB memory.
Internet bandwidth down to 56 kbpsis considered sufficient to transmit FX-Net products.

Data are received by the FX-Net data server through the AWIPS NOAAPORT broadcast, FTP servers, and LDM
datafeeds. The available FX-Net products are categorized into four groups: satellite imagery, model graphics and
observations, radar imagery, and model imagery. A wavelet transform technique is used to compress model and
satelliteimagery. Theapplication of thisrelatively new compression techniqueiscritical to the success of delivering
very large-size imagery viathe Internet in areasonable amount of time. The small loss of fidelity intheimagery is
acceptablein exchangefor very high compression ratios. Processing timeisfurther minimized by pregenerating and
compressing all satellite dataon the FX-Net server. Incontrast to the satelliteimagery, the radar imagery isencoded
inastandard|osslessimagecompressionformat (Gl F) andthesmall-sized model graphicsarerepresentedinastandard
vector graphics format.

Accomplishments

The FX-Net team worked very hard during 2003 to continue to improve the FX-Net system through the addition of
new data and features. Though thiswas ayear of significant changes in management and technical personnel, we
werestill ableto maintain systemreliability and add new tool sand datato FX-Net on schedule. Exciting new datasets
were added such as GPSintegrated precipitablewater vapor (GPS-1PW), Cooperative Agency Profilers (CAPs), and
air quality datasets. One of these new datasets, GPS-IPW, overlaid on a GOES-IR in awater vapor image, is shown
in Figure 95. New tools were also added to enhance the forecasters' presentation capability.

Air Quality Programs— FX-Net has supported the AIRMAP (Atmospheric Investigations, Regional Monitoring,
Analysis, and Prediction) program for the last few years. Asanewly established Cooperative I nstitute between the
University of New Hampshire (UNH) and NOAA, thisprogram focuses on thelong-term monitoring and forecasting
of air quality parameters such as nitrogen oxides, sulfur dioxide, carbon monoxide, and low-level ozone. These
pollutants can be hazardous to human health and other organisms when present in the lower atmosphere. Research
hasfound that many of these chemicalsaretheresult of burning fossil fuels, and areresponsiblefor New Hampshire's
highlevelsof acidrain.
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The primary mission of AIRMAP is to develop a detailed understanding of climate variability and the source of
persistent air pollutantsin New England. The availability of areal-time display workstation such as FX-Net isvery
important to the program’ ssuccess. The FX-Net team modified the existing real-time meteorol ogical workstation by
adding air quality-related datasets to the ingest and display system.

Additional air quality observation datawere added to the FX-Net system in 2003. The FX-Net Air Quality (FX-Net/
AQ) datasets include six parameters (O,, CO, NO, NOy, SO, and condensation particles), which are continuously
measured at three UNH sites (Mount Washington, Castle in the Clouds, and Thompson Farm) located in New
Hampshire. FX-Net/AQ usersalso have accessto all of the CAP datafrom wind profilersinstalled around the U.S.
by many organizations such asthe Environmental Protection Agency (EPA) and state and local air quality agencies.
FX-Netingestsdatafromthe EPA’sAIRNOW program, including 1-hour averagesof ozone, Particulate M atter-Fine
(PM 2.5), and Particulate M atter-Coarse (PM 10). (AnFX-Net display of aWRF/Chem ozoneforecast and air quality
surfaceobservationsisshowninFigure96.) Inaddition, therichMADIS(M eteorological Assimilationand Datal ngest
System) dataset is also ingested. MADIS contains observations not offered through the AWIPS NOAAPORT

IR in WY Satellite (C) Wed 21:32Z 04-Aug-04

Figure 95. GOES IR in Water Vapor image overlaid with a convective outlook graphic and local data plot.
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broadcast (such asMesoWest and GPS-1PW data). Air quality forecastersinthe Mid-Atlantic Regional Air Quality
Management Association area began an assessment of FX-Net as a complete real-time air quality forecasting
workstation.

Fire Weather Projects — The National Interagency Fire Center (NIFC) requested that FX-Net be modified for its
use as the primary real-time meteorol ogical workstation by fire weather forecasters at NIFC and at the Geographic
AreaCoordination Centers (GACC). The 2001 plan called for the FX-Net workstation to be used during the 2002 fire
season on an experimental basis, with the FX-Net server located at FSL. This experimental use of FX-Net ledtoits
operational use during the 2003 season during which the system performed very reliably with no data or system
outages.|nadditionto providing critical supporttotheNIFC and GACCforecasters, the FX-Net team delivered anew
and improved FX-Net client. One of the important services that these forecasters provide to coordinators at the fire
control centersisadaily weather briefing. To enhancetheir presentation capabilities, asel ectivedensity functionwas
added to control the displayed density of observations and model contours. Users can now select the line thickness
for individual model contours, along with the existing capability to change contour colors.

Figure 96. FX-Net display of a WRF/Chem ozone forecast and air quality surface observations.
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During the 2003 fire season, another very important project was completed: FX-Net server systemswereinstalledin
four of the National Weather Service Regional Headquarters. Incident Meteorologists (IMETS) and remote area
forecasters in the Western, Southern, Alaska, and Pacific regions became real-time FX-Net users. During a very
activewildfire season, the Western Region deployed IMETS (Figure 97) tofire sitesacrossthe United States. At one
point there were 32 IMETSin thefield using FX-Net astheir primary forecasting system. FX-Net was used over a
variety of communications systems ranging from two-way satellite phones to low-bandwidth dial-up lines. The
requirement that the system support any typeof communication link at any speed wasvalidated duringitsrigoroususe
in thisfire season.

FX-Net proved to be acritical component for the fire management team struggling to save livesand control thefires
in Californialast fall. The Chief of the Meteorological ServicesDivision at the NWS Western Region Headquarters
in Salt Lake City, Utah, and othersgave FX-Net high marksfor improving firefighter safety. For example, theMSD
Chief stated that the real-time wind and radar data display capability wasincredibly critical to the fire management
team’ s effortsto get fire fightersin the right position on the fire line and in moving people out of harm’sway.

Projections

University and Research — During 2004, the FX-Net team will continue to operate and maintain a system to support
university meteorology classes and meteorological research at Plymouth State University in New Hampshire,
University of New Hampshire, and the University of Northern lowa. FX-Net will support the summer 2004 New
England Air Quality Study (NEAQS) field experiment, with the WRF/Chem model added to the system.

Real-time Air Quality Forecast Workstation — The FX-Net team will focus more on adding products, such asNWS
operational air quality model grids (CMAQ), and more datasets from the EPA AIRNOW program to support real-
timeair quality forecasting.

Fire Weather Forecasting — The FX-Net team will continue to support NIFC and 11 GACC officeswhile using the
system astheir primary meteorological workstation to support fire weather forecasters. A new FX-Net client will be
delivered to al these officesin late 2004.

NWS: Western, Southern, Alaska, and Pacific Regions — FSL will deliver upgraded data servers, new security
software, NOAAPORT broadcast changes, and an upgraded FX-Net client to the offices of these NWS regional
headquartersthat already have FX-Net. The FX-Net team will improve theinterface tools, datasets, and reliability.

- "w'il

Figure 97. NWS Incident Meteorologist briefing a
Fire Coordinator using FX-Net during the 2003
California fires.
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Wavelet Data Compression Project
Sher Schranz, Project Manager

Objectives

The Wavelet Data Compression Project was established after an experimental wavel et data compression technique
was successfully applied to satelliteimagery. Compared to imagery datasets, gridded numerical weather prediction
datasets usually have higher numbers of dimensions, but each dimension is much smaller in size. Therefore, special
treatmentsareneededtoexploitthecorrelationtoall dimensions. A multidimensional dataarrangement andtransform
scheme have been devel oped to accommodate the special features of the model dataset. An experimental encoder
and decoder package has been implemented to test various datasets with different standard wavel ets and different
post transform compression algorithms.

Accomplishments

A primary objective in 2003 was to test the wavelet compression technology as applied to gridded meteorological
datasets. Thethe existing wavel et compression code was optimized to achieve higher compression ratios and faster
code execution. The wavelet data compression technique is used in the Internet-based FX-Net meteorological
workstation and in a project with the Cooperative Institute for Research in the Atmosphere (CIRA); National
Environmental Satellite, Data, and Information Service (NESDIS); and the Office of Oceanic and Atmospheric
Research (OAR) Hurricane Research Division (HRD) to transmit real-time satellite datato NOAA WP-3 aircraft.

Image Compression for NOAA/NESDIS—NOAA’stwo WP-3 aircraft are the primary toolsfor the annual hurricane
field program conducted by the NOAA HRD. The WP-3s do not have the capability to display or animate current
satelliteimagery becauseof their limited bandwidth communi cation systems. Sincethiscapability would significantly
aid many of theWP-3 research and operational missions, ademonstration project wasundertaken during the2002 and
2003 hurricane seasons to display and animate real -time GOES satellite data aboard the aircraft. (Figure 98a shows
an original GOES VIS image and then the same image (98b) compressed at 20:1 Wavelet Compression.) The
demonstration sought to takeadvantageof cell-phoneand I nternet communi cationtechnol ogiescoupled with advances
inFSL’ swavel et datacompressiontechnique. Theavail ablebandwidth aboard theaircraft wasincreased to 2400 baud
for theexperiment. Thecompressi ontechniqueused waseval uated onthebasisof theneed for high compressionratios
and image quality. Though the JPEG format is acommonly available image compression technique, it achievesthe
compression heeded for thisproject, but thefidelity of thedecoded imageislessthan satisfactory for thisapplication.
The images decoded from the wavelet data compression technique show an ever-decreasing degree of higher
frequency detail with an increasing compression ratio. However, the resulting images are still superior to the JPEG
image, consisting of alarger filesize.

Gridded Data Compression Comparisons — Tests compared precision controlled wavelet compression to several
other compression techniques. The goal of the comparisons was to determine the percentage of bandwidth used by
each technique. Asshownin Table 1, thewavel et compression reduced the size of the gridded files enough to shrink
bandwidth usage 8-15% of that used by gridded datasets compressed using the GRIB1 technique. Thisimpliesthat
for atypical model output sized at 12 GB, if transmitted over a1-Mbpscommunication channel, thetransmissiontime
can bereduced from about 2.8 hoursto about half an hour. Figure 99 showsan original psuedo color image of an Eta-
12 temperaturefield, and then showsthe sametemperaturefield wavel et compressed at a50:1 ratio. For comparison,
look in the circle placed in the same location on both images.
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Table 1. Bandwidth Usage

CompressionTechnique Bandwidth Usage (% of GRIB1)
GRIBL 100%
2D/Round/Difference/BZIP2 31%

Wavelet (“lossless,”* quantization, error grid) 8% to 15%

* “|ossless” islossless with respect to GRIB1's current rounding level

Projections

During 2004, the focus of the Wavelet Data Compression project will cover two areas of research. First, data
transmission techniqueswill be devel oped to utilize an imbedded wavel et compression that is applied to imagesand
gridded datasets. A new file- sharing and distribution system based on thistechniquewill be proposed tofacilitatethe
efficient dissemination of model output datato alarge number of remote users. Second, splinewavel et functionswill
be applied over alocalized, very dense observing areato improve dataanalysis. With improved aviation forecasts as
the goal, better analysis of these dense data corridors may allow for enhanced numerical model data assimilation.
Additional improvementstotheaviationforecastswill beinvestigated by applying continuouswavel et analysistothe
airborne observations to better understand the interaction between gravity waves and turbulence.

Figure 98. a, left) Original GOES VIS image, b, right) same image compressed at 20.1 using Wavelet
Compression.
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Figure 99. Eta-12 temperature field a) at 850 mb, original; b) same temperature field with 50:1 compression.
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Nita Fullerton, Writer-Editor/Publications Coordinator

Special Notices

Publications

Asthenumber of projectsat FSL increases, so doesthelength of thisreport. Tokeep
publishing costsat aminimum, individual bibliographiesof published articlesduring
thepast year arenolonger printedinthisdocument. A currentlist of FSL publications
isavailableatthemain FSL Website, http: //imww.fsl.noaa.gov; click on"Publications”
and then "Research Articles."

Acronyms
A current list of acronyms and terms related to projects and programs at FSL is

available at Webpage http://mww.fsl.noaa.gov; click on "Publications’ and then
"FSL in Review, 2003-2004."
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Special Notices

Subscriptions
This document is available online at the FSL Website, http://www.fsl.noaa.gov,
clickon"Publications" and"FSL inReview." If younolonger wishtoreceiveahard
copy of this report, please e-mail the editor at Nita.Fullerton@noaa.gov.

Figures

Onelast measureto limit the length of thisreport isto discontinuelisting figures at
the back.
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