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SCIENTIFIC SUMMARY 

Polar Ozone Changes 

As stated in the previous Assessments, ozone-depleting substance (ODS) levels reached a maximum 
in the polar regions around the beginning of this century and have been slowly decreasing since 
then, consistent with the expectations based on compliance with the Montreal Protocol and its 
Amendments and adjustments. Considering the current elevated levels of ODSs, and their slow rate 
of decrease, changes in the size and depth of the Antarctic ozone hole and in the magnitude of the 
Arctic ozone depletion since 2000 have been mainly controlled by variations in temperature and 
dynamical processes.  

• Over the 2010–2013 period, the Antarctic ozone hole continued to appear each spring. The 
continued occurrence of an Antarctic ozone hole is expected because ODS levels have declined by 
only about 10% from the peak values reached at the beginning of this century.  

• Larger year-to-year variability of Antarctic springtime total ozone was observed over the last 
decade compared to the 1990s. The main driver of this pronounced variability has been variations 
in meteorological processes, notably the occurrence of dynamically induced disturbances of the 
Antarctic polar vortex.  

• A small increase of about 10–25 Dobson units (DU) in springtime Antarctic total ozone since 
2000 can be derived by subtracting an estimate of the natural variability from the total ozone 
time series. However, uncertainties in this estimate and in the total ozone measurements preclude 
definitive attribution of this increase to the reduction of ODSs over this period. 

• Exceptionally low ozone abundances in the Arctic were observed in spring of 2011. These low 
ozone levels were due to anomalously persistent low temperatures and a strong, isolated polar 
vortex in the lower stratosphere that led to a large extent of halogen-induced chemical ozone 
depletion, and also to atypically weak transport of ozone-rich air into the vortex from lower 
latitudes. State-of-the-art chemical transport models (CTMs), which use observed winds and 
temperatures in the stratosphere together with known chemical processes, successfully reproduce 
the observed ozone concentrations. 

Understanding of Polar Ozone Processes 

Since the last Assessment, new laboratory measurements have strengthened our knowledge of polar 
ozone loss processes. Simulations using updated and improved models have been tested using the 
wealth of currently available measurements from satellites, ground-based networks, and dedicated 
campaigns. 

• CTMs are generally able to reproduce the observed polar chlorine activation by stratospheric 
particles and the rate of the resulting photochemical ozone loss. Since the last Assessment, 
better constraint of a key photochemical parameter based on recent laboratory measurements, i.e., 
the ClOOCl (ClO dimer) photolysis cross section, has increased confidence in our ability to 
quantitatively model polar ozone loss processes in CTMs. 

• Chemistry-climate models (CCMs), which calculate their own temperature and wind fields, 
do not fully reproduce the range of polar ozone variability. Most CCMs have limitations in 
simulating the temperature variability in polar regions in winter and spring, as well as the temporal 
and spatial variation of the polar vortex. 
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Future Changes in Polar Ozone 

Projections of future ozone levels in this Assessment are mainly based on the CCM simulations used 
in the last Assessment. Individual studies using results from climate models provide new insights 
into the effects of carbon dioxide (CO2), nitrous oxide (N2O), and methane (CH4) on future polar 
ozone levels by the end of this century. 

• Arctic and Antarctic ozone abundances are predicted to increase as a result of the expected 
reduction of ODSs. A return to values of ozone in high latitudes similar to those of the 1980s is 
likely during this century, with polar ozone predicted by CCMs to recover about 20 years earlier in 
the Arctic (2025–2035) than in the Antarctic (2045–2060). Updated ODS lifetimes have no 
significant effect on these estimated return dates to 1980 values.   

• During the next few decades, while stratospheric halogens remain elevated, large Arctic ozone 
loss events similar to that observed in spring 2011 would occur again under similar long-
lasting cold stratospheric conditions. CCM simulations indicate that dynamic variability will lead 
to occasional cold Arctic winters in the stratosphere but show no indication for enhanced frequency 
of their occurrence.   

• Climate change will be an especially important driver for polar ozone change in the second 
half of the 21st century. Increases in CO2 concentrations will lead to a cooling of the stratosphere 
and increases in all greenhouse gases are projected to strengthen the transport of ozone-rich air to 
higher latitudes. Under conditions of low halogen loading both of these changes are anticipated to 
increase polar ozone amounts. The changes are expected to have a larger impact on ozone in the 
Arctic than in the Antarctic due to a larger sensitivity of dynamical processes in the Northern 
Hemisphere to climate change. Polar ozone levels at the end of the century might be affected by 
changing concentrations of N2O and CH4 through their direct impact on atmospheric chemistry. 
The atmospheric concentrations of both of these gases are projected to increase in most future 
scenarios, but these projections are very uncertain.  

• Substantial polar ozone depletion could result from enhancements of sulfuric aerosols in the 
stratosphere during the next few decades when stratospheric halogen levels remain high. 
Such enhancements could result from major volcanic eruptions in the tropics or deliberate 
“geoengineering” efforts. The surface area and number density of aerosol in polar regions are 
important parameters for heterogeneous chemistry and chlorine activation. The impact of sulfur 
dioxide (SO2) injection of either natural or anthropogenic origin on polar ozone depends on the 
halogen loading. In the next several decades, enhanced amounts of sulfuric acid aerosols would 
increase polar ozone depletion. 	    
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3.1 INTRODUCTION 

This chapter presents and assesses the latest results from the peer-reviewed literature about our 
knowledge and understanding of the past, present, and future of polar ozone, i.e., in the stratospheric 
region defined from 60° to 90° in both hemispheres. In the last WMO Scientific Assessment of Ozone 
Depletion: 2010 (WMO, 2011), information about polar ozone was distributed in both Chapter 2 
(Stratospheric Ozone and Surface Ultraviolet Radiation) and Chapter 3 (Future Ozone and its Impact on 
Surface UV). The chapter begins with a brief compilation of the main conclusions from the previous 
Assessment and a description of the aims and content of the chapter. 

3.1.1  State of Science in 2010 

As reported in WMO (2011), the Antarctic ozone hole had continued to appear each spring, in 
spite of a moderate decrease of ozone-depleting substances (ODSs) between 2005 and 2010 (WMO, 
2011). Since 1997 both the depth and magnitude of the Antarctic ozone hole were controlled primarily by 
variations in stratospheric temperature and dynamical processes. In comparison, ozone loss in the Arctic 
winter and spring remained highly variable but in a range comparable to values that have been determined 
since the early 1990s.  

WMO (2011) reaffirmed the important role of halogen chemistry in polar ozone depletion. Some 
recent laboratory measurements of the chlorine monoxide dimer (ClOOCl) dissociation cross sections, 
together with analyses of chlorine partitioning from aircraft and satellite observations, had in part 
questioned the fundamental understanding of polar springtime ozone depletion. After further study, the 
earlier measurements of ClOOCl absorption cross section were confirmed and the then more recent study 
(Pope et al., 2007) was shown to be incorrect. The dominant role of the catalytic ozone destruction cycle 
in polar springtime ozone depletion, initiated by the ClO + ClO reaction, coupled with a significant 
contribution from the catalytic destruction cycle initiated by the reaction BrO + ClO, was confirmed. The 
climatology of polar stratospheric clouds (PSCs) in both polar regions was revisited, based on 
measurements from a new class of satellite instruments that provide daily vortex-wide information on 
PSC formation. The new climatology showed that PSCs over Antarctica occur more frequently in early 
June and less frequently in September than expected based on the previous PSC satellite climatology, 
which was developed from solar occultation instruments. 

It was pointed out that numerical calculations constrained to match observed temperatures and 
halogen levels (e.g., with chemical transport models, CTMs) produced Antarctic ozone losses that were 
close to those derived from measured data. Free-running chemistry-climate models (CCMs) simulated 
many aspects of the Antarctic ozone hole quite well. However, they did not uniformly reproduce the 
necessary very low temperatures at high southern latitudes, the isolation of polar air masses from middle 
latitudes, the dynamically isolated vortex characterized by strong vertical descent, and high amounts of 
halogens inside the polar vortex. Furthermore, most CCMs underestimated the mean Arctic ozone loss 
that had been derived from observations primarily because the simulated mean northern winter vortices 
were too dynamically disturbed, implying warmer conditions and larger mixing with lower-latitude air 
masses.  

CCM simulations predicted that Antarctic total column ozone values during spring would return 
to pre-1980 levels after the mid-21st century. This was later than estimated in any other region of the 
stratosphere, yet it was earlier than the expected return of stratospheric halogen loading to 1980 values. 
The latter finding was explained by the global middle and upper stratospheric cooling due to enhanced 
greenhouse gas (GHG) concentrations (mainly due to carbon dioxide (CO2) increases). This cooling 
induces a slowing down of ozone-destroying gas-phase reactions and an increase in the rate of the 
production of ozone from the pressure-dependent reaction of oxygen atoms with oxygen molecules at 
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these stratospheric altitudes. Moreover, in most CCMs, GHG-induced changes (including corresponding 
changes of sea surface temperatures) accelerate the stratospheric meridional circulation (the so-called 
Brewer-Dobson circulation, BDC), resulting in a faster decrease in stratospheric halogen loading. 
Nevertheless, it was stated that Antarctic ozone holes could persist up to the end of the 21st century. 
Overall the confidence in the accuracy of our understanding of changes in Antarctic ozone was higher 
than that for other stratospheric regions. 

Arctic total column ozone values during spring (March) were projected to return to pre-1980 
levels two to three decades before polar halogen loading returns to 1980 levels.  Most CCMs did not 
capture the extreme low stratospheric temperatures observed in some winters and, on average, 
underestimated Arctic ozone loss. In summary it was considered possible that this return date was biased 
early. In addition, a strengthening of the BDC through the 21st century leads to increases in springtime 
Arctic column ozone. As a consequence, by 2100, Arctic ozone was projected by models to lie well above 
1980 levels. 

3.1.2 Scope of Chapter 

This chapter updates the state of our knowledge about ozone in both polar regions from 
measurements and model studies. It focuses on the recent evolution of stratospheric ozone in the winter 
and springtime, compared to changes that occurred in the preceding decades. As about 10–15 years have 
passed since the peak of stratospheric content of ODSs in the polar regions, one important issue is 
whether a decrease of polar ozone depletion has been detected that can unambiguously be attributed to the 
decrease of ODSs in the stratosphere. Recent evolution in polar temperatures and PSC formation are 
discussed, together with improvements in our understanding of chemical and dynamical processes 
influencing polar ozone, especially in the winter and springtime. The most recent projections of 
stratospheric ozone in the polar regions are compiled from global model simulations, based on the 
Chemistry-Climate Model Validation-2 (CCMVal2) exercise (SPARC CCMVal, 2010) and some 
Coupled Model Intercomparison Project Phase 5 (CMIP5) investigations for the Fifth Assessment Report 
(AR5) of the Intergovernmental Panel on Climate Change (IPCC, 2013). The chapter closes with a 
discussion of uncertainties in future polar ozone due to climate change and potential effects of eruptions 
of large volcanoes as well as possible geoengineering activities.  

3.2 RECENT POLAR OZONE CHANGES 

3.2.1 Measurements of Ozone and Related Constituents 

Over the last three decades, an array of instruments on a number of satellite platforms has 
provided an expansive suite of measurements crucial for understanding the chemical and dynamical 
processes controlling ozone in the polar stratosphere. The last decade in particular was unique in its 
wealth of measurements of many atmospheric constituents of importance in studies of polar processes. 
Table 3A-1 in Appendix 3A summarizes the main satellite data sets of ozone, related trace gases, 
aerosols, and clouds of particular relevance for the polar regions. 

 It is worth noting that many of the instruments listed here are no longer operational, and others 
have exceeded their planned mission lifetimes. Table 3A-1 focuses exclusively on satellite measurements 
that have been or can be useful in polar studies; information about other available space-based ozone data 
sets can be found in Chapter 2 of this Assessment. Chapter 2 also includes discussion of long-term 
merged and/or homogenized ozone data records and climatologies, which are not covered here. General 
overviews of satellite ozone profile measurements are also given by Tegtmeier et al. (2013) and Hassler et 
al. (2013). 

In addition to the satellite observing systems listed in Table 3A-1, several ground-based networks 
and other stations provide measurements of ozone and related constituents in the polar regions. 
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Information on NDACC (Network for Detection of Atmospheric Composition Change, http:// 
www.ndsc.ncep.noaa.gov/) measurements and other data sets archived at the World Ozone and 
Ultraviolet Data Centre (WOUDC) is provided in Chapter 2. 

3.2.2 Recent Evolution of Polar Temperatures and Vortex Characteristics 

3.2.2.1 POLAR TEMPERATURES 

The annual climatological cycle (1979–2012) of 50 hPa polar minimum temperature is illustrated 
for the Arctic and Antarctic in Figure 3-1. The 50 hPa polar minimum temperatures during recent winters 
are highlighted by the colored lines in Figure 3-1, along with the Arctic 1996–97 polar minimum 
temperature.  

Arctic minimum temperatures show considerable year-to-year variations. Recent Arctic winter 
variability has included new minimum temperatures during spring 2011, a time during which significant 
ozone depletion occurred (Manney et al., 2011; Pommereau et al., 2013). These low temperatures were 

associated with a small and strong polar 
vortex, low planetary wave activity, and weak 
meridional transport to high latitudes, as well 
as a relatively late final warming date 
(Hurwitz et al., 2011; Isaksen et al., 2012; 
Strahan et al., 2013). High stratospheric temper-
atures during some Arctic winters are due to 
the occurrence of sudden stratospheric warm-
ings (SSWs), which are characterized by the 
reversal of the meridional temperature gradient.  

 
 
 
 
 

Figure 3-1. The annual cycle and variability at 
50 hPa of minimum temperature for the North-
ern Hemisphere (50°N–90°N, top) and the 
Southern Hemisphere (50°S–90°S, bottom) from 
MERRA reanalysis data (Rienecker et al., 
2011). The thick black line shows the clima-
tological mean annual cycle; the light and dark 
gray shading indicate the 30–70% and 10–
90% probabilities, respectively; and the thin 
black lines indicate the record maximum and 
minimum values, all for the period 1978/79–
2012/13 (Northern Hemisphere) and 1979–2012 
(Southern Hemisphere). The thresholds for 
chlorine activation (see Section 3.3, Box 3-1) 
and ice PSC formation are indicated by the 
green lines. Recent winters are highlighted by 
the colored lines, along with Northern Hemi-
sphere winter 1996–97. Updated from Figure 
4-1 in WMO (2007) with MERRA data sourced 
from ozonewatch.gsfc.nasa.gov. 
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For major SSWs, the 10 hPa zonal mean zonal wind at 60°N changes from westerly to easterly 
(Labitzke and Naujokat, 2000). Section 3.2.3.2 describes in detail the meteorological and chemical 
conditions leading to the severe ozone loss in the Arctic in 2011. 

Recent 50 hPa Antarctic polar minimum temperatures have been lower than the climatological 
mean (1979–2012) during winter and September (Figure 3-1). In October and November 2012, the 
minimum temperatures at 50 hPa were higher than during other recent years. As emphasized in Section 
3.2.4, the 2012 ozone hole was significantly weaker than the 1990–2011 average due to the strong 
springtime planetary-wave forcing that year, which raised the polar mean temperature (Newman et al., 
2013). In contrast, 50 hPa minimum temperatures in 2011 were lower as a result of relatively weak winter 
and spring planetary wave forcing (Newman et al., 2012). Planetary wave activity also adiabatically 
warmed the stratosphere in July and September 2010 (Newman et al., 2011; de Laat and van Weele, 2011; 
Klekociuk et al., 2011).  

3.2.2.2 POLAR VORTEX BREAKUP DATES 

The polar vortex decays and then finally breaks up during spring due to the warming of the polar 
stratosphere by the returning sun and forcing by planetary waves, which decelerate the winds in the jet 
and further warm the polar stratosphere. The date on which the vortex breaks up is calculated from a wind 
average along the vortex edge (Nash et al., 1996). The first decade of the 21st century was characterized 
by major stratospheric sudden warmings during several Arctic winters (Manney et al., 2005; WMO, 2007; 
Manney et al., 2009; Ayarzagüena et al., 2011) and the date of final Arctic warming exhibited larger 
interannual variability in the 2000s than in the 1990s (Figure 3-2). Since the last Ozone Assessment in 
2010, the Antarctic vortex has continued to break up in November and December. The presence of the 

Antarctic ozone hole has resulted in a delay in the 
breakup date in recent decades, consistent with a 
vortex intensification following additional springtime 
radiative cooling (e.g., Waugh et al., 1999; 
Langematz and Kunze, 2006). However, interannual 
variability in the date of the Antarctic breakup is 
visible in Figure 3-2; for example, the 2012 vortex 
broke up several weeks earlier than in other recent 
years. The variability in the Antarctic breakup date is 
most likely due to meteorological variability rather 
than being a sign of a trend. 

	  

	  

	  

	  

Figure 3-2. The Arctic (top) and Antarctic (bottom) 
vortex breakup dates on the 500 K isentropic surface 
following Nash et al. (1996). NCEP (Kalnay et al., 
1996); MERRA (Rienecker et al., 2011) and ERA-
Interim (Dee et al., 2011) reanalyses are used to 
calculate these dates. Updated from Figure 4-4 in 
WMO (2007). 
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3.2.2.3 LONG-TERM EVOLUTION OF PSC VOLUME 

The volume of air inside the vortex at temperatures below the nitric acid trihydrate (NAT) polar 
stratospheric cloud (PSC) formation threshold, referred to as VPSC, is a commonly used diagnostic for 
multidecadal polar ozone depletion studies. This NAT PSC formation threshold is defined using a 
standard, non-denitrified profile of nitric acid (HNO3) (Rex et al., 2003). Thus VPSC is a temperature 
threshold (dependent on altitude) rather than a PSC threshold. The volume of air with temperature below 
this threshold, VPSC, is a proxy for ozone loss (Rex et al., 2003). VPSC is calculated using radiosonde data 
as well as reanalyses, thus investigation of the long-term evolution of Arctic PSC volumes must account 
for changes in the data sources with time. Radiosondes provide the longest data record, however, the use 
of their data for analyzing long-term evolution requires a careful account of the non-homogenized nature 
of the radiosondes. Non-homogenized radiosonde data overestimate stratospheric cooling trends when 
compared with homogenized data and furthermore there are large uncertainties between different 
homogenization approaches (Randel et al., 2009). Besides, the observational coverage of radiosondes has 
changed with time. The Freie University (FU-Berlin) analyses are based solely on radiosonde 
measurements over the period 1967–2001, although they are not objectively homogenized with respect to 
the station network. Radiosondes are more likely to capture temperature extremes than satellite 
radiometers due to the coarse vertical integration of the latter (e.g., Pawson et al., 1999). In the satellite 
era (post 1979), reanalyses incorporate observations in the lower stratosphere from the Microwave 
Sounding Unit (MSU), which make them more reliable in the stratosphere. There is some long-term drift 
of stratospheric temperatures in reanalyses but it is less severe in more recent reanalyses. Due to 
differences in data assimilation, individual reanalysis should not be combined with each other or with 
other observational data sets, in order to avoid inconsistencies in the records used for variability analysis.  

Using both FU-Berlin soundings and European Centre for Medium-Range Forecasts (ECMWF) 
analyses, Rex et al. (2004, 2006) found that during the time period since 1965, recent decades showed 
larger extreme values of VPSC than earlier decades, i.e., cold Arctic stratospheric winters have become 
colder. Cold winters were defined by Rex et al. (2004) as the coldest winter in each 5-year interval. This 
trend result was statistically significant at the 99% level. For the shorter period since 1979, Rieder and 
Polvani (2013) used three reanalyses (MERRA, NCEP, ERA-Interim) to calculate VPSC and demonstrated 
the high correlation among the three reanalysis. Using a different definition of extreme VPSC, they found 
that in these reanalyses, increases in maximum values of VPSC are not statistically significant at the 95% 
confidence level; however, they are significant at the 80–93% level (varying for each reanalysis). Using 
ERA-Interim data, Pommereau et al. (2013) reported high variability but no trend in total sunlit VPSC (i.e., 
PSC volume in sunlight) between 1994 and 2012. Thus, recent research has made conclusions of larger 
extreme VPSC values in the coldest Arctic winters in recent decades less certain than it was stated in the 
previous Assessment (WMO, 2011). Individual winters clearly exhibit extremely cold conditions, leading 
to large values of VPSC. This interannual variability is illustrated clearly in Figure 3-3, which combines 
results from several published time series of both Arctic VPSC and VPSC divided by the volume of the polar 
vortex, calculated using MERRA, NCEP, ERA-Interim reanalyses and FU-Berlin radiosondes (update 
from Rex et al., 2006, based on new reanalysis products). VPSC is an absolute measure of the area affected 
by polar ozone loss and thus related to the absolute amount of ozone destruction. The fraction of the 
vortex area below the VPSC temperature threshold, VPSC/Vvortex, is a proxy for chemical processing in the 
polar vortex, and thus particularly important for the Arctic, where a large interannual variability of the 
vortex is observed (Tilmes et al., 2006). Cold extreme conditions in the Arctic are likely related to the 
absence of sudden stratospheric warmings in some winters and are likely to continue to occur in the 
future. Whether there is a long-term trend in extreme values of the derived VPSC time series depends upon 
the specific definition of an extreme and, given the short observational record, further extreme-value 
analysis is warranted. 
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Figure 3-3. Arctic VPSC (top) and VPSC 
divided by the volume of the polar 
vortex (bottom), based on different 
meteorological reanalyses: ECMWF 
ERA-Interim (orange line), MERRA 
(green line), NCEP (black line), and 
FU-Berlin (red line). Update from Rex 
et al. (2006) based on new reanalysis 
products. 

 

 

 

 

 

 

3.2.3 Ozone Depletion in Recent Arctic Winters 

The recent evolution of polar ozone is shown in Figure 3-4, which represents the springtime 
average of total ozone poleward of 63° geographic latitude in the Arctic and Antarctic, derived from 
satellite measurements. The gray shading in the figure highlights the difference between the average total 
ozone values computed over the period 1970–1982 (represented by the horizontal black lines) and the 
ozone abundances observed in individual years. Such a figure has been featured in the last several 
WMO/UNEP Ozone Assessments. However, because the size, shape, position, and breakup date of the 
Arctic vortex are highly variable, the March polar-cap averages depicted in Figure 3-4 reflect differing 
amounts of extravortex air (which may have higher or lower total ozone abundances than those inside the 
vortex in any given year, depending primarily on the relationship between the vortex and the cold region, 
which are often not concentric). Alternatively, Figure 3-5 shows the minimum of the daily average total 
ozone within the 63° contour of equivalent latitude, which more closely follows the position of the polar 
vortex. Arctic winters with early final warmings, for which March mean total ozone values convey little 
information about ozone loss, are excluded from the time series (as indicated by the dotted segments of 
the line in the top panel of the figure). As for Figure 3-4, interpretation of Figure 3-5 is complicated by 
the fact that dynamically induced low total ozone abundances are strongly spatially correlated with the 
cold region in the lower stratosphere and not necessarily with the vortex (e.g., Petzoldt, 1999); thus in the 
Arctic, because dynamical effects almost always dominate over chemical destruction, both high and low 
column values are included in the means in Figures 3-4 and 3-5. Moreover, Figure 3-5 only partially 
alleviates the issue of mixing vortex and extravortex air, because the area encompassed within the 63° 
contour of equivalent latitude is a constant, whereas the size of the vortex varies over the course of the 
month and from year to year. The very low total ozone in the Arctic spring of 2011 stands out in both 
figures. However, as column ozone is strongly influenced by both chemical destruction and transport 
effects (e.g., Tegtmeier et al., 2008), it is not possible to diagnose the degree of chemical loss from 
inspection of the total ozone values in Figure 3-4 or Figure 3-5 alone. That the Arctic vortex was smaller 
than usual in March 2011 (Manney et al., 2011) further complicates interpretation of that average polar  
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Figure 3-4. Total ozone average 
(Dobson units) over 63°-90° latitude 
in March (Northern Hemisphere, NH) 
and October (Southern Hemisphere, 
SH). Symbols indicate the satellite 
data that have been used in different 
years. The horizontal gray lines 
represent the average total ozone for 
the years prior to 1983 in March for 
the NH and in October for the SH. 
Updated from Figure 2-8, WMO 
(2011). 

 
 
 
Figure 3-5. Time series of the minimum of the 
daily average column ozone (Dobson units) 
within the 63° contour of equivalent latitude 
(Φe) in March in the Arctic and October in the 
Antarctic. Arctic winters in which the polar 
vortex broke up before March (1987, 1999, 
2001, 2006, 2009, and 2013) are shown by 
open symbols; dotted lines connect sur-
rounding years. Figure adapted from Müller et 
al. (2008) and WMO (2011), updated using the 
Bodeker Scientific combined total column 
ozone database (version 2.8; circles) through 
the Arctic winter of 2012, and Aura OMI 
measurements thereafter (diamonds). 
 
 
 
 
 
cap total ozone value relative to those in other cold years. Ozone loss in the 2010/2011 Arctic 
winter/spring is discussed in detail in Section 3.2.3.2. 

With the present availability of satellite stratospheric measurements, the extent of polar ozone 
destruction processes during the winter can be evaluated from the evolution of key species involved in 
those processes, such as hydrogen chloride (HCl), chlorine monoxide (ClO), and nitric acid (HNO3), in 
addition to ozone. Decreases in gas-phase HNO3 are indicative of the formation of PSCs, while decreases 
in HCl and increases in ClO signify the occurrence of chlorine activation through heterogeneous reactions 
on PSC particles and/or cold binary aerosols (see Section 3.3.1). Figure 3-6 (discussed in more detail 
below) shows the vortex-averaged evolution of these key constituents at a representative level in the 
lower stratosphere during the last four Arctic winters, as measured by the Microwave Limb Sounder 
(MLS) instrument onboard NASA’s Aura satellite. The envelope of behavior over the 2005–2009 period 
is also shown for comparison. 
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3.2.3.1 OZONE DEPLETION IN THE ARCTIC WINTERS OF 2009/2010, 2011/2012, AND 2012/2013 

The meteorology of the wintertime Arctic lower stratosphere is characterized by substantial 
interannual variability. Although all recent winters had at least brief intervals cold enough for chlorine 
activation, they were also, with the exception of 2010/2011, marked by considerable intraseasonal 
variations in temperature (Figure 3-1) and in the size, strength, and persistence of the polar vortex (Figure 
3-2), conditions that govern the cumulative amount of chemical ozone loss. The 2009/2010 early winter 
was extremely cold with unusually extensive PSC formation, including a rare outbreak of synoptic-scale 
ice PSCs in mid-January 2010 (Pitts et al., 2011; Dörnbrack et al., 2012). The vortex was shifted off the 
pole during the midwinter cold spell, allowing greater exposure to sunlight than usual and hence 
prompting intense chlorine activation (Figure 3-6), which induced a moderate degree of ozone loss 
(Kuttippurath et al., 2010b; Wohltmann et al., 2013) prior to the onset of a major SSW in February 2010  
 

  
 

Figure 3-6.  Time series of vortex-averaged HNO3, HCl, ClO, and O3 from Aura Microwave Limb Sounder 
(MLS) on the 485 K potential temperature surface (~18 km, ~50 hPa) for winters in the Arctic (left panels) 
and Antarctic (right panels). Gray shading shows the envelope of behavior observed by Aura MLS over 
the 2005–2009 period. The last four winters are highlighted by colored lines as indicated in the legend (for 
the Arctic, the year given refers to the spring). An instrument anomaly caused Aura MLS operations to be 
suspended from 27 March to 20 April 2011; dotted red lines have been used to fill the resulting data gap 
to guide the eye. Purple triangles on Arctic panels show 1996/1997 values from UARS MLS. Updated 
from Manney et al. (2011). 
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(Kuttippurath and Nikulin, 2012). Similarly, the 2011/2012 and 2012/2013 winters were characterized by 
low minimum temperatures in December that triggered PSC formation and chlorine activation. In late 
January 2012, a strong SSW (Chandran et al., 2013) halted further chemical processing. In December 
2012 and January 2013, the vortex was again substantially shifted off the pole, ClO was strongly 
enhanced, and ozone abundances dropped (Figure 3-6). However, temperatures rose abruptly to near-
record values in early January as a very strong and prolonged SSW began (Goncharenko et al., 2013). As 
a result, chlorine deactivation by early February 2013 precluded the exceptional loss that can occur when 
low temperatures persist into spring. 

3.2.3.2 OZONE DEPLETION IN THE ARCTIC WINTER 2010/2011 

 The Arctic winter/spring of 2010/2011 has been widely studied. It was characterized by an 
unprecedented degree of chemical ozone loss, coupled with atypically weak transport of ozone to the 
lower stratospheric polar vortex, which led to exceptionally low values of springtime total ozone (Figures 
3-4, 3-5, and 3-8). It must be emphasized, however, that the occurrence of this extreme event has not 
challenged our fundamental understanding of the processes controlling polar ozone. Unusual (for the 
Arctic) meteorological conditions in 2010/2011 resulted in record-low ozone through known chemical 
and dynamical mechanisms. If similar conditions were to arise again in the Arctic while stratospheric 
chlorine loading remains high, similarly severe chemical ozone loss would take place. Uncertainties in 
current climate models preclude confident quantification of the likelihood of repeated episodes of 
extensive Arctic ozone depletion in the present or future climate (e.g., Charlton-Perez et al., 2010; Garcia, 
2011), as discussed in Section 3.5. 

In spring 2011, the transport barrier at the edge of the lower stratospheric polar vortex was the 
strongest (in either hemisphere) in the previous 32 years (Manney et al., 2011). Unusually weak 
tropospheric planetary wave driving allowed the vortex to remain strong, stable, and cold for an extended 
period, with its mid-April breakup date one of the latest in the satellite era. The mechanisms responsible 
for the weak wave activity in 2011 have not been definitively determined but may be related to high sea 
surface temperatures in the North Pacific (Hurwitz et al., 2011; Section 3.3.3.2). Recent analyses suggest 
that the atypically high frequency of extreme total negative eddy heat flux events and the absence of 
extreme positive events at 50 hPa during spring 2011 may have contributed to weakened downward 
transport, cooling, and strengthening of the Arctic lower stratospheric vortex, and a delayed final 
warming (Shaw and Perlwitz, 2014). Daily minimum temperatures were only moderately low (i.e., rarely 
below ice PSC formation thresholds), but the cold region was uncommonly long lasting and vertically 
extensive, leading to a winter-mean vortex fractional volume of air with the potential for PSC formation 
that was the largest ever observed in the Arctic (Manney et al., 2011), and a March Arctic polar cap 
temperature at 50 hPa more than two standard deviations below the climatological mean (Hurwitz et al., 
2011). The persistence of a strong, cold vortex for more than three months (from December through the 
end of March) is typical in the Antarctic but unique in the observational record in the Arctic (Manney et 
al., 2011). 

Consistent with the temperature distribution, ice PSCs were rare, but other PSCs types (see Box 
3-1, p. 3.17) were abundant until mid-March (Arnone et al., 2012; Lindenmaier et al., 2012). CALIPSO 
data show that not only were PSCs present far later in 2011 than is typical in the Arctic, but they also 
spanned a vertical range comparable to that in the Antarctic (Manney et al., 2011). Widespread and 
persistent PSCs led to severely depleted gas-phase HNO3 (Figure 3-6). That HNO3 mixing ratios remained 
much lower than observed in any previous Arctic winter well after the last PSCs had dissipated is evidence 
for the occurrence of considerable denitrification (Sinnhuber et al., 2011; Kuttippurath et al., 2012). 

The persistent low temperatures supported extensive chlorine activation on the surfaces of PSC 
particles and/or cold binary aerosols. Although some chlorine activation has occurred in all recent Arctic 
winters, it has never been as prolonged or as intense as that in 2011, when vortex-averaged ClO values 
exceeded the range previously observed in the Arctic from late February through March (Manney et al., 
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2011). In addition, very low values of chlorine nitrate (ClONO2) (Sinnhuber et al., 2011; Arnone et al., 
2012; Lindenmaier et al., 2012) and HCl (Figure 3-6) were observed in the vortex in March. In contrast to 
previous cold Arctic winters, when chlorine deactivation had already been completed by mid-March, in 
2011 ClO began decreasing rapidly only about a week earlier than is typical in the corresponding season 
in the Antarctic (Figure 3-6). For the ozone and odd nitrogen abundances normally found in the Arctic, 
the primary chlorine deactivation mechanism is the reformation of ClONO2, whereas under the severely 
denitrified and ozone-depleted conditions characteristic of the Antarctic ozone hole, production of 
ClONO2 is suppressed and that of HCl favored. Figure 3-6 shows that chlorine was initially repartitioned 
into HCl to a greater (more Antarctic-like) extent than typical in the Arctic, suggesting that denitrification 
and low ozone abundances may have inhibited ClONO2 reformation to some extent (Manney et al., 2011; 
Arnone et al., 2012; Lindenmaier et al., 2012). Nevertheless, the steep rise in ClONO2 associated with the 
decline in ClO after mid-March indicates that deactivation did occur predominantly into that reservoir 
even in 2011 (Sinnhuber et al., 2011; Arnone et al., 2012). 

The meteorological conditions (persistent low temperatures inside a strong, isolated polar vortex), 
consequent chlorine activation, and denitrification in the 2011 Arctic vortex led to severe chemical ozone 
destruction between 16 and 22 km altitude (Figure 3-7), with 60–80% of the vortex ozone at ~18–20 km 
removed by early April (Manney et al., 2011; Sinnhuber et al., 2011). Because of the delayed chlorine 
deactivation, lower stratospheric ozone loss rates in March 2011 reached over 4 parts per billion by 
volume (ppbv) per sunlit hour (Kuttippurath et al., 2012) or 0.7%/d (Pommereau et al., 2013), larger than 
previously observed in mid-March in the Arctic and similar to those routinely seen in September in the 
Antarctic. Peak chemical ozone loss had been as large in some previous cold Arctic winters (e.g., the 
winters of 2000 and 2005; Manney et al., 2011), but significant loss extended over a much broader 
altitude region in 2011 (Manney et al., 2011). In addition to chemical ozone destruction, unusually weak 
diabatic descent and wave-driven horizontal transport also played major roles in 2011, with the late final 
warming delaying influx of ozone-rich air into the polar lower stratosphere (Hurwitz et al., 2011; Isaksen 
et al., 2012; Strahan et al., 2013).  Although CTM studies consistently show that the exceptionally low  
 

 
 
 

Figure 3-7. Profiles of observed vortex-average 
chemical ozone loss from the cold Arctic winter/spring 
periods of 1997 and 2011 derived from ozonesondes. 
Note that significant differences (up to ~0.4 parts per 
million by volume (ppmv) at the end of March 2011) in 
ozone loss estimates for a given year derived from 
various methods and data sets imply some uncertainty 
in the chemical loss determination. However, year-to-
year differences in the amount of ozone loss obtained 
from any given method/data set combination are very 
similar, indicating a high degree of precision in the 
relative amount of calculated loss between different 
years and hemispheres. Also shown is an indicative 
range of ozone loss for typical Antarctic winter/spring 
periods, illustrated by the loss that has been derived 
from ozone observations for a relatively weak early 
Antarctic ozone hole (1985, upper limit of the gray 
shading) and the loss in a strong Antarctic ozone hole 
(2003, lower limit of the gray shading). Error bars show 
uncertainty estimates of the derived ozone losses 
based on a methodology described in Harris et al. 
(2002). Figure adapted from Manney et al. (2011).  
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ozone abundances in spring 2011 were brought about by both extreme chemical loss and weak 
dynamical resupply, they disagree on the relative contributions of the two factors, with Isaksen et al. 
(2012) attributing roughly 25% of the observed ozone column anomaly to chemistry and the rest to 
transport effects, whereas Strahan et al. (2013) found chemical and transport effects to contribute equally. 

Together, the anomalous chemical and meteorological conditions induced record-low ozone in 
March 2011, as characterized by a variety of metrics. Sinnhuber et al. (2011) reported Michelson 
Interferometer for Passive Atmospheric Sounding (MIPAS) measurements showing that vortex-averaged 
ozone at 475 K decreased from ~3 parts per million by volume (ppmv) in early December to ~1.5 ppmv 
in early April, in good agreement with the MLS measurements shown at 485 K in Figure 3-6. Using 
Ozone Monitoring Instrument (OMI) data, Manney et al. (2011) calculated that the fraction of the Arctic 
vortex in March with total ozone less than 275 Dobson units (DU), typically near zero, reached nearly 
45% in 2011 (see also Figure 3-8); minimum vortex total ozone values were continuously below 250 DU 
for 27 days. Integrated over the column, the 2011 Arctic ozone “deficit” (the difference between the daily 
total ozone amount from OMI and a reference value minimally affected by chemical ozone loss) was 
comparable to that in the Antarctic vortex core in recent years (Figure 3-8; Manney et al., 2011). 
Similarly, column ozone measurements from UV-visible spectrometers located in eight Systèmes 
d’Analyse par Observation Zénithale (SAOZ)/NDACC stations distributed around the Arctic indicate a 
reduction in total ozone of ~38% (170 DU) by late March 2011, the largest in the SAOZ record dating 
back to 1994 and comparable to that in the 2002 Antarctic winter (Pommereau et al., 2013). Ground-
based measurements at the Polar Environment Atmospheric Research Laboratory (PEARL) at Eureka, 
Canada, also registered the lowest ozone columns in their 11-year record, 237–247 DU, when the vortex 
was overhead in mid-March (Adams et al., 2012). On the basis of the long-term total ozone data set 
updated from Stolarski and Frith (2006), in 2011 March total ozone averaged over the 60–80°N region 
was the lowest of the satellite era (Hurwitz et al., 2011; see also Figure 3-4). Similarly, record-low zonal 
mean (60–90°N) column ozone values, reaching as low as ~310 DU in mid-March, were seen in Global 
Ozone Monitoring Experiment 2 (GOME-2) data (Balis et al., 2011; Isaksen et al., 2012). 

It is important to emphasize that because downward transport in the winter polar vortex is stronger 
in the Arctic, background ozone levels are ~100 DU higher there than in the Antarctic (e.g., Tegtmeier et 
al., 2008). As a result, although the evolution of Arctic ozone and related constituents in spring 2011 more 
closely followed that characteristic of the Antarctic than ever before, the springtime total ozone values 
remained considerably higher than those reached in a typical year in the Antarctic (Figures 3-4, 3-5, and 3-
8). Moreover, ozone loss in cold and prolonged Antarctic winters is substantially greater throughout the 
profile (Figure 3-7). Finally, because the areal extent of the 2011 Arctic vortex was only ~60% the size of a 
typical Antarctic vortex, the low-ozone region was more spatially confined (Figure 3-8). 

 
Figure 3-8. Maps of total column ozone from 
Aura Ozone Monitoring Instrument (OMI) (top 
row) and ozone “deficit” (bottom row) for the 
Arctic (left) and Antarctic (right).  Total ozone 
deficit is defined as the difference between daily 
values and a reference total ozone field 
minimally affected by chemical loss. Overlaid 
black contours mark the size and shape of the 
polar vortex on the 460 K potential temperature 
surface. Adapted from Manney et al. (2011). 
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3.2.3.3 TWO ARCTIC SPRINGS WITH VERY LOW TOTAL OZONE: 1997 AND 2011 

Figure 3-4 shows that March polar-cap average total ozone abundances were comparably low in 
1997 and 2011, and much lower than those in any other year in the satellite record. Similarly, Figure 3-5 
shows that the minimum daily mean ozone column amount reached in March was very low in both 1997 
and 2011, although in this view 2000 was also an exceptional year, and the 1997 value is not as striking. 
As discussed in Section 3.2.3.2, an unprecedented degree of chemical ozone loss took place in 2011, 
whereas only moderate chemical ozone loss occurred in 1997 (Manney et al., 1997; Tegtmeier et al., 
2008). In fact, chemical loss also was more severe in the Arctic springs of 1996 and 2005 than in 1997 
(WMO, 2007; Manney et al., 2011; Pommereau et al., 2013), yet those years show larger March average 
total ozone in both Figures 3-4 and 3-5. That the March total ozone values in these two years are so 
similar reflects how strongly Arctic column ozone is influenced by dynamical effects (e.g., Petzoldt, 
1999; Tegtmeier et al., 2008). Here, the chemical and dynamical conditions in the two years are compared 
and contrasted to underline the fact that total ozone abundances cannot by themselves be used as a proxy 
for quantifying chemical loss in the lower stratosphere. 
 
Similarities between 1997 and 2011: 
• The polar stratospheric chlorine burden peaked in the period 2000–2002 and has been declining 

slowly since then (WMO, 2011; see also Chapter 1); thus the amount of total inorganic chlorine 
available was approximately the same in the two years. 

• Lower stratospheric temperatures below the threshold associated with chlorine activation on PSC 
particles and/or cold binary aerosols (see Section 3.3.1) persisted through March in both years (Coy et 
al., 1997; Manney et al., 2011; Figure 3-1), prolonging the potential for heterogeneous processing into 
a period of greater exposure to sunlight than in more typical years. 

• The lower stratospheric vortices were unusually persistent into the spring, consistent with abnormal 
patterns of total eddy heat fluxes at 50 hPa (Shaw and Perlwitz, 2014); as a result, vortex breakup 
dates in both years were among the latest on record, delaying dynamical resupply of ozone to 
northern high latitudes and keeping March total ozone abundances anomalously low (Hurwitz et al., 
2011; Isaksen et al., 2012; Strahan et al., 2013). 

 
Differences between 1997 and 2011: 
• The transport barrier at the edge of the 2011 Arctic vortex was unusually strong throughout the winter 

(the strongest on record during February and March), whereas the 1997 vortex was among the 
weakest until February, and near average strength thereafter (Manney et al., 2011). 

• Lower stratospheric minimum temperatures were continuously below the threshold for chlorine 
activation (through heterogeneous reactions on PSC particles and/or cold binary aerosol; see Section 
3.3.1) from mid-December through March in 2011 (Manney et al., 2011), whereas they did not drop 
significantly below that threshold until mid-January in 1997 (Coy et al., 1997; Figure 3-1) 

• Temperatures persistently (for more than 100 days) below the chlorine activation threshold covered a 
larger vertical domain in 2011 than in 1997 (15–23 km vs. 20–23 km), with a consequently broader 
range of ClO enhancement as well as larger maximum ClO abundances, especially at lower altitudes 
(Manney et al., 2011). 

• Early-winter cold conditions and chlorine activation prompted ozone destruction, resulting in ~0.7–
0.8 ppmv less O3 at lower stratospheric levels by March in 2011 than in 1997 (Figure 3-6). 

• The persistent cold in 2011 led to extensive PSC formation and severe denitrification (Sinnhuber et 
al., 2011; Arnone et al., 2012; Lindenmaier et al., 2012), with ~4 ppbv less HNO3 at lower 
stratospheric levels by March in 2011 than in 1997 (Figure 3-6). 

• Denitrification delayed chlorine deactivation in 2011, when ClO started to decline rapidly only in 
mid-March (Figure 3-6), compared to late February in 1997 (Santee et al., 1997); the late onset of 
chlorine deactivation allowed ozone loss rates in March 2011 to reach values typical in the Antarctic 
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at an equivalent time but not observed previously in the Arctic at this period of time (Kuttippurath et 
al., 2012; Pommereau et al., 2013). 

• Photochemical box model results suggest that by prolonging the period of rapid springtime ozone 
destruction, denitrification caused an additional 0.6 ppmv of loss in March and April 2011 (Manney 
et al., 2011). 

• Together, the early-winter loss and greater springtime loss induced by denitrification roughly account 
for the ~1.5 ppmv lower ozone observed in the lower stratosphere in 2011 than in 1997 (Manney et 
al., 2011). 

 
In summary, anomalous meteorological conditions played a large role in bringing about low total 

ozone in the Arctic springs of both 1997 and 2011. Chlorine-catalyzed ozone destruction was much 
greater in 2011 than in 1997. Although a cold polar vortex persisted into April in both years, chemical 
loss as severe as that in 2011 requires additional conditions that did not occur in 1997, namely: 
temperatures low enough to trigger chlorine activation early in winter, and cold regions extensive enough 
to allow widespread denitrification before March. Even in 2011, however, denitrification was not so 
severe and vertically extensive as to allow ozone destruction on the scale typically seen in Antarctica over 
a large altitude range (e.g., Manney et al., 2011; Arnone et al., 2012; Solomon et al., 2014). 

3.2.4 Recent Antarctic Winters 

The Antarctic winters of 2010, 2012, and 2013 were on average characterized by larger ozone 
columns than has been typical for the Antarctic stratosphere since the early 1990s (Figure 3-4). The ozone 
mass deficits (OMD) during those years were approximately one-third smaller than during most years of 
the 2000s, and losses were close to half of the maximum recorded OMD in 2006 (based on the Multi 
Sensor Reanalysis (MSR) total ozone data set, following de Laat and van Weele, 2011). In contrast, in 
2011 the reduction of springtime Antarctic ozone columns was more typical of that observed in the 2000s. 

 The 2010 Antarctic vortex was characterized by a midwinter (mid-July) minor SSW, which 
increased the descending motion within the polar vortex (a minor SSW is a warming not accompanied by 
a 10 hPa zonal wind reversal around 65ºS). Correspondingly, VPSC, the potential NAT volume (see 
Section 3.2.2.3) based on MERRA reanalysis data remained well below the 1979–2012 average and less 
denitrification than typical occurred during the Antarctic winter of 2010. The SSW penetrated down to 50 
hPa. The average temperature between 60º-90ºS around 30 hPa rose by approximately 5–10 K from 190 
K to 195–200 K and thus above the threshold temperature for efficient heterogeneous chlorine activation. 
As a result, in 2010 photochemical springtime ozone destruction around 30 hPa became less effective. 
Combined with a late onset of ozone depletion around 30 hPa within the vortex which occurred two to 
four weeks later than typical during the last decade (de Laat and van Weele, 2011; Klekociuk et al., 2011) 
ozone columns throughout the 2010 Antarctic spring remained larger than what has been typical for the 
2000s. Note that, as midlatitude wave activity remained weak during the rest of the winter and spring, the 
vortex remained stable into December. 

The occurrence of an Antarctic ozone hole with much less ozone loss is not without precedent. 
Other years that have shown less than typical (for the period) Antarctic ozone loss are 1986, 1988, 2002, 
and 2004. It has long been established that the much lower ozone loss during these years compared to 
previous years is related to above-average wave activity (e.g., Schoeberl et al., 1989; Kanzawa and 
Kawaguchi, 1990; WMO, 2007). Furthermore, it is well documented that this reduction occurred at 
altitudes between approximately 20 and 25 km (Hofmann et al., 1997; Hoppel et al., 2005), above the 15–
20 km layer typically associated with complete ozone destruction. 

Using trace gas measurements from Aura MLS, de Laat and van Weele (2011) showed that the 
primary cause of the smaller ozone loss in 2004 and 2010 was a change in chemistry triggered by vortex 
dynamics. Enhanced midlatitude wave activity induced SSWs during the Antarctic winter (July–August). 
Although the amplitude of these minor warmings is small in an absolute sense—only a few degrees 
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Kelvin at maximum and not comparable to the magnitude of sudden warmings seen in the Arctic—they 
nevertheless strongly inhibit the formation of PSCs at altitudes between 20 and 25 km where temperatures 
are close to PSC formation thresholds. The reduced PSC formation limits denitrification and dehydration 
as seen in water vapor and nitric acid measurements from MLS. Due to this pre-conditioning, once 
sunlight returns to the Antarctic stratosphere from mid-August onward, reduced availability of active 
halogen lessens the efficiency of catalytic ozone destruction. 

In 2011, stratospheric temperatures during Austral winter and spring remained persistently lower 
than the long-term mean and on average close to the lowest stratospheric temperatures seen since 1979 
throughout, with only a single small warming period during midwinter. Estimates of the potential NAT 
volume in 2011 were well above its climatological mean, and ozone destruction was not reduced. 

In 2012, meteorological conditions to some extent mimicked those in 2010, i.e., in early winter 
(late June) a minor SSW occurred, which reduced the potential NAT volume and preconditioned the 
Antarctic lower stratosphere for less ozone depletion. However, the 2012 winter SSW was not as 
pronounced as that in 2010. On the other hand, in contrast to 2010, springtime 2012 was characterized by 
several minor SSWs. As a result, stratospheric temperatures between 10 to 50 hPa remained above the 
long-term climatological mean. These minor warmings were indicative of a less stable vortex, which led 
to an early dissipation of the Antarctic vortex halfway through October (Kramarova et al., 2014). This 
explains the relatively large total ozone column values in October 2012 in Figures 3-4 and 3-5. 

In 2013, no midwinter warming events occurred. Yet, from mid-August onward, the Antarctic 
vortex was disrupted by several minor SSWs, mimicking the year 2012 with stratospheric temperatures 
between 10 to 50 hPa remaining above the long-term climatological mean, and similar to 2013, an early 
dissipation of the vortex. 

Note that detailed analyses of the 2012 and 2013 Antarctic ozone hole seasons have not been 
performed at the time of this Assessment. Hence, it is not known to what degree modified chemistry and 
changes in vortex dynamics and transport processes have contributed to the smaller than typical OMDs in 
2012 and 2013. 

In summary, the Antarctic ozone hole has seen very different amounts of ozone loss over the 
period 2010–2013 due to variations in polar vortex dynamics. In particular, minor SSWs, as well as 
reduced vortex stability, have led to significantly reduced Antarctic springtime ozone depletion during 
several years. 

3.3 UNDERSTANDING OF POLAR OZONE PROCESSES 

Overall, there have been no major changes in our understanding of polar ozone loss processes 
since WMO (2011). Our knowledge of polar chemical and dynamical processes was already based on a 
large body of research, and models could reproduce observed chemical polar ozone depletion and its 
variability well (e.g., Chipperfield et al., 2005; Frieler et al., 2006). Recent work has improved our 
detailed understanding of polar ozone processes, such as the formation mechanism of nitric acid 
trihydrate (NAT) particles; validated previous assumptions; and reduced uncertainty. For example, 
uncertainty in the photolysis rate of the ClO dimer (Cl2O2 or ClOOCl), a key parameter in polar chemical 
ozone loss, has been reduced by a factor of three (see Section 3.3.2.2). The very cold winter of 2010/11 
increased the range of meteorological variability seen in the Arctic over the past few decades and 
provided a new extreme test case for models. 

3.3.1 Polar Stratospheric Clouds 

Polar stratospheric clouds (PSCs) play two major roles in stratospheric ozone depletion 
(Solomon, 1999). First, heterogeneous chemical reactions that convert chlorine from HCl and ClONO2 
reservoirs to active, ozone-destroying species are catalyzed by PSC particles (primarily supercooled 
ternary solution (STS) droplets; see Box 3-1), as well as by cold binary aerosols (Portmann et al., 1996; 
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Drdla and Müller, 2012). Second, the gravitational sedimentation of large nitric acid trihydrate (NAT) 
PSC particles irreversibly removes gaseous odd nitrogen (denitrification) (Salawitch et al., 1989), thereby 
slowing the reformation of the benign chlorine reservoirs and extending the ozone depletion process. 

3.3.1.1 RECENT OBSERVATIONS 

An extensive set of PSC observations was produced by the RECONCILE field campaign 
conducted in the Arctic during January–March 2010 (von Hobe et al., 2013). These include observations 
from in-situ particle probes, a HNO3 content probe, in situ backscatter probe, infrared limb-sounding 
instrumentation, and upward- and downward-looking lidar onboard the high-altitude M55-Geophysica 
aircraft; from ground-based lidars; and from the balloon-borne Compact Optical Backscatter and AerosoL 
Detector (COBALD) aerosol backscatter sondes. In addition, the spaceborne lidar (Cloud-Aerosol Lidar 
with Orthogonal Polarization, CALIOP) on the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite 
Observation (CALIPSO) satellite provided a view of PSC properties on nearly vortex-wide spatial scales 
and spanning the entire winter, complementing the more localized campaign measurements. Significant 
findings related to PSC processes include:	  
 

1) Extensive regions of NAT PSCs were observed by CALIOP during 15–30 December 2009 prior to 
the occurrence of ice PSCs (Pitts et al., 2011). This is the first time NAT PSCs have been observed 
on vortex-wide scales prior to the occurrence of ice PSCs and corroborates the conclusions of 
Pagan et al. (2004) and Voigt et al. (2005) that ice nuclei are not a prerequisite for NAT formation. 
A non-ice NAT nucleation mechanism operating on vortex-wide scales has important implications 
for denitrification and potential enhancement of ozone depletion. 

Box 3-1.  Stratospheric Particles and Their Roles in Ozone Depletion 
 

• Stratospheric aerosols – liquid sulfuric acid/water (H2SO4/H2O) droplets: They are present at all 
latitudes in the lower stratosphere; typical mean radius ≈ 0.05–0.1 µm. Their background 
abundance can be greatly enhanced by volcanic eruptions that reach the stratosphere. These 
aerosols cause the conversion of gaseous nitrogen oxides (NOx: NO + NO2) species to nitric acid 
(HNO3) and can initiate chlorine activation at low temperatures (≈ 195 K). 

 

• Supercooled ternary solution (STS) polar stratospheric clouds (PSCs) – liquid nitric acid/sulfuric 
acid/water (HNO3/H2SO4/H2O) droplets: They grow from stratospheric aerosols at low temperatures 
(≈195 K) without a phase change; maximum radius ≈0.3–0.5 µm. They are responsible for 
reversible removal of HNO3 by condensation and play a major role in chlorine activation. 

 

• Solid nitric acid trihydrate (NAT) PSCs – HNO3•3 H2O particles: They can form at temperatures 
below the NAT existence temperature, typically around 195 K, but require significant super-
cooling to form readily from the gas or liquid phase. They are responsible for irreversible 
removal of HNO3 (denitrification) when they sediment and can play a role in chlorine activation, 
though their effect is likely masked by activation on STS particles. NAT particles have a typical 
radius of 1 µm, but can grow to 10 µm radius or larger. These larger particles have been referred 
to as “NAT-rocks.” 

 

• Solid water ice PSCs – H2O particles: They can exist only at temperatures below the frost point, 
typically around 188 K; typical radii range from ~1 µm for mountain wave-induced ice PSCs to 
5–10 µm for synoptic-scale ice PSCs. They are responsible for irreversible removal of H2O 
(dehydration) but play a minor role in chlorine activation. 
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2) Unusually large PSC particles (“NAT-rocks”) were detected during the 2010 winter and again in 
the winter of 2011 when synoptic scale PSCs formed in the Arctic (von Hobe et al., 2013). Visual 
evidence for particles with diameters as large as 35 µm was provided by shadow-cast images. 
However, if the particles are assumed to be NAT spheres, the total mass of all optically detected 
particles with diameters greater than 2 µm exceeds the available total reactive nitrogen (NOy) (as 
measured and also reconstructed from model calculations) beyond the measurement uncertainties. 
Thus, new theoretical concepts, e.g., that the particles are highly aspherical or consist mostly of ice 
with a NAT coating, must be explored. 

 

3) In situ measurements of submicron background aerosols showed that up to 75% of the particles 
larger than 10 nm in diameter were non-volatile or contained non-volatile cores and thus could not 
consist solely of sulfuric acid (H2SO4) and H2O (von Hobe et al., 2013). This high refractory 
particle fraction was consistently found within the Arctic polar vortex during three measurement 
campaigns in 2003, 2010, and 2011, with the largest amount of refractory material occurring at the 
lowest nitrous oxide (N2O) mixing ratios. Thus, subsiding air masses in the vortices transported 
non-volatile particulate matter—possibly of meteoric origin—from the upper stratosphere and 
lower mesosphere into the upper troposphere/lower stratosphere (UT/LS) region. Especially in 
times of relative volcanic quiescence or low stratospheric background (H2SO4/H2O) aerosol, such 
particles may be involved in heterogeneous PSC nucleation (e.g., Hoyle et al., 2013; Engel et al., 
2013). 

 

4) A rare outbreak of synoptic-scale Arctic ice PSCs was observed by CALIOP from 15–21 January 
2010. During this same period, unprecedented evidence of water redistribution and irreversible 
dehydration in the Arctic stratosphere was obtained (Engel et al., 2014). Simultaneous balloon-
borne measurements of water vapor and aerosol backscatter on 17 January provided a unique high-
resolution snapshot of repartitioning of water vapor into ice particles. For the first time, signatures 
of rehydration could be measured in the Arctic and attributed to the observed dehydration. The 
movement of the dehydrated air masses around the polar vortex was seen in the Aura MLS water 
vapor data. A modeling study by Engel et al. (2014) showed that the observed redistribution of 
water cannot be explained by homogeneous ice nucleation alone. A selective, heterogeneous 
nucleation mechanism is required that allows the ice particles to grow to larger sizes compared to 
homogeneously nucleated ice particles, which remain too small to cause the significant dehydration 
in the observed case.  

3.3.1.2 REVISED HETEROGENEOUS NAT AND ICE NUCLEATION SCHEME 

The formation of NAT PSCs is a prerequisite for denitrification by sedimenting particles, which 
prolongs seasonal ozone loss. The extensive and deep denitrification in the Antarctic vortex helps to drive 
the almost complete O3 loss inside the Southern Hemisphere polar vortex (Solomon et al., 2014). In 
contrast, denitrification in the Arctic is smaller and more variable from year to year. A more accurate 
representation of NAT PSC nucleation and particle characteristics leads to better model simulations of 
denitrification and hence ozone loss. For example, a Single-Layer Isentropic Model of Chemisty and 
Transport (SLIMCAT) chemical transport model (CTM) simulation of the 2004/2005 Arctic winter using 
the microphysics-based Denitrification by Lagrangian Particle Sedimentation (DLAPSE) denitrification 
scheme showed much better agreement with observed HNO3 and column O3 loss than a simulation using 
the standard thermodynamic equilibrium PSC approach (Feng et al., 2011). 

CALIOP observations of widespread NAT PSCs and synoptic-scale ice PSCs in the Arctic during 
the 2009/2010 winter (Pitts et al., 2011) have stimulated new microphysical modeling studies (Hoyle et 
al., 2013; Engel et al., 2013). PSC optical parameters computed using Mie and T-Matrix scattering codes 
were compared to selected CALIPSO PSC observations made in December 2009 and January 2010. The 
best agreement between model and observations was achieved by (1) allowing for NAT and ice to 
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nucleate heterogeneously on pre-existing solid particles and (2) superimposing small-scale temperature 
fluctuations onto synoptic-scale parcel trajectories as suggested by Murphy and Gary (1995). The 
nucleation properties of NAT and ice can be approximated the same way as heterogeneous ice nucleation 
on Arizona test dust in the immersion mode as demonstrated in previous laboratory experiments (Marcolli 
et al., 2007). Whereas artificially produced Arizona test dust is composed of various mineral species with 
a composition similar to that of dust originating from desert, non-volatile solid inclusions were observed 
in 67% of the stratospheric background aerosols by Curtius et al. (2005) and up to 75% of the submicron 
aerosol measurements during the 2010 RECONCILE campaign (von Hobe et al., 2013). Coagulated 
meteoritic smoke particles or micrometeorites may be suitable nuclei for heterogeneous NAT and ice 
formation as speculated by the above mentioned authors and have also been used in early laboratory 
experiments by Biermann et al. (1996). It now appears that the upper limits of measured NAT nucleation 
rate coefficients on foreign material by Biermann et al. (1996) might be sufficient to explain the 
CALIPSO PSC observations of low number density NAT PSCs from December 2009. 

The newly introduced heterogeneous nucleation pathways of NAT and ice are allowed to compete 
with the conventional accepted pathways of PSC formation, namely, the growth of liquid particles into 
supercooled ternary solution (STS) droplets due to uptake of HNO3 and H2O (Carslaw et al., 1995), the 
homogeneous ice nucleation at around 3 K below the ice frost point (Koop et al., 2000), and the 
subsequent nucleation of NAT on ice upon warming, which typically occurs in mountain-wave-driven 
localized cold pools (Carslaw et al., 1998). 

Grooß et al. (2014) implemented a new saturation-dependent NAT nucleation parameterization 
into the Chemical Lagrangian Model of the Stratosphere (CLaMS) model based on the theory described 
in Hoyle et al. (2013) and found that the model reproduces the locations and extent of NAT PSCs 
observed by CALIOP somewhat better than when a constant nucleation rate is assumed (Grooß et al., 
2005). 

3.3.1.3 IMPROVED UNDERSTANDING OF PSC COMPOSITION 

Recent studies by Lambert et al. (2012) and Pitts et al. (2013) demonstrated the usefulness of 
combining nearly coincident data from the CALIOP lidar on CALIPSO and MLS on Aura to study the 
temperature-dependent uptake of HNO3 in PSCs; this procedure is very similar to the method of Spang 
and Remedios (2003), who combined Cryogenic Infrared Spectrometers and Telescopes for the 
Atmosphere (CRISTA) measurements of HNO3 and particle properties for a PSC type classification in the 
Southern Hemisphere. Comparing observations with theoretical HNO3 uptake for STS (Carslaw et al., 
1995) and NAT (Hanson and Mauersberger, 1988) allows one to judge how well PSCs can be assigned to 
the various composition classes by CALIOP and also offers insight into PSC growth kinetics. Pitts et al. 
(2013) showed that CALIOP PSCs in the STS, liquid-NAT mixture (external mixtures of NAT and 
stratospheric aerosols or STS), and ice classes conform well to their expected temperature existence 
regimes, providing more confidence in our understanding of PSC particle composition. Pitts et al. (2013) 
also found that liquid-NAT mixture PSCs exhibit two preferred modes of HNO3 uptake, one that is 
closely aligned with the theoretical HNO3 uptake curve for STS, and a second that is more closely aligned 
with the theoretical HNO3 uptake curve for NAT as shown in Figure 3-9a. 

Analysis of temperature histories along parcel trajectories (Figure 3-9b) show that liquid-NAT 
mixture PSCs with HNO3 uptake more like that of STS had been below the NAT existence temperature 
TNAT for only short periods of time. Since the growth of large, low-number-density NAT particles is 
kinetically limited, HNO3 uptake in these mixtures of PSCs is dominated by STS droplets. On the other 
hand, liquid-NAT mixture PSCs with HNO3 uptake more like that of NAT had been below TNAT for much 
longer periods of time, allowing the thermodynamically favored NAT particles to approach equilibrium 
(Figure 3-9b). Wegner et al. (2013) showed that allowing the formation of non-equilibrium NAT mixtures 
in the Whole Atmosphere Community Climate Model (WACCM) global 3-D model significantly 
improves the agreement of the model with gas-phase HNO3 observations. 
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Figure 3-9. (a) Uptake of nitric acid as a function of T − Tice for CALIOP Arctic NAT mixture PSC 
observations during 1 December 2009–31 January 2010. (b) Temperature histories along air parcel 
trajectories for CALIOP Arctic NAT mixture PSC observations during 1 December 2009–31 January 2010. 
The color scale for panel (b) indicates the average number of hours each air parcel associated with the 
NAT mixture observations falling within each bin was exposed to temperatures below TNAT.  Black lines 
are reference equilibrium uptake curves for STS and NAT assuming 16 ppbv HNO3 and 5 ppbv H2O. The 
histogram bin size is 0.25 ppbv × 0.25 K. Adapted from Pitts et al. (2013). 
 
 

3.3.1.4 PSC FORCING MECHANISMS 

PSCs can form in the winter polar stratosphere once the synoptic-scale temperature drops below 
the NAT and ice PSC existence temperatures, but the formation of NAT particles requires significant 
supercooling below the NAT equilibrium temperature. Small-scale orographic gravity waves provide an 
additional forcing mechanism for PSC formation when synoptic-scale temperatures are close to the PSC 
formation thresholds (Godin et al., 1994; Carslaw et al., 1999). The PSCs formed by orographic gravity 
waves can cause the conversion of a large fraction of inactive chlorine species to reactive chlorine species 
(Carslaw et al., 1998), despite the limited spatial and temporal scales of the waves. Early-season PSC 
formation in the Antarctic winter has been linked to orographic wave forcing (Höpfner et al., 2006; 
Eckermann et al., 2009), with quantifiable changes in the abundance of trace gas species (Lambert et al., 
2012). PSC formation due to orographic wave forcing occurs throughout winter near the polar vortex 
edge, where synoptic-scale temperatures remain close to the frost-point temperature (Alexander et al., 
2011; Kohma and Sato, 2011). Recent satellite data sets indicate the occurrence of midwinter PSCs linked 
to orographic wave forcing in both the Arctic and the Antarctic (Khosrawi et al., 2011; Noel and Pitts, 
2012; Alexander et al., 2013). Analyses of satellite observations indicate that the location and occurrence 
of resolved orographic gravity waves are well reproduced by meteorological analyses such as ECMWF, 
but the amplitudes can be significantly underestimated (e.g., Schroeder et al., 2009). Kohma and Sato 
(2013) demonstrated that the simultaneous occurrence of upper tropospheric clouds and PSCs is 
preferentially promoted by tropospheric blocking linked to high-pressure systems. 
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3.3.2 Polar Chemistry 

3.3.2.1 HETEROGENEOUS CHEMISTRY 

During polar winter, heterogeneous reactions can convert reservoir chlorine species (HCl and 
ClONO2) into more reactive species, together termed ClOx, that destroy ozone (Solomon et al., 1986). 
The seasonal evolution of the balance between the heterogeneous chlorine activation rates and mostly 
gas-phase chlorine deactivation rates (i.e., the reformation of HCl and/or ClONO2) largely controls the 
amount of ozone loss in a given polar winter. 

Chlorine activation reactions occur on a variety of surface types such as liquid binary aerosol, 
STS, and NAT (Box 3-1), although with rates that, at a given temperature, vary with the surface type and 
increase substantially with decreasing temperature. All of these particles are included in typical models 
used to simulate stratospheric ozone. Drdla and Müller (2012) proposed that the temperature threshold for 
the onset of polar chlorine activation is controlled by the reactivity of liquid aerosols. They further report 
that different assumptions about the types of PSC and rates of heterogeneous reactions have only a minor 
impact on simulated polar chlorine activation rates, at least for the range of conditions studied (the Arctic 
winter 1999/2000 and the Antarctic winter 2000). Fast chlorine activation on liquid particles means that 
these particles control the onset of polar chlorine activation at temperatures just higher than TNAT, and 
Drdla and Müller (2012) argue they are sufficient to reproduce the morphology of chlorine activation and 
the evolution of ClOx levels throughout winter. They suggest that this is the case even for cold binary 
(H2SO4/H2O) stratospheric aerosols. In reality, these particles will take up HNO3 as temperatures 
decrease, turning them into STS and further increasing their reactivity. Wohltmann et al. (2013) found 
that the difference in simulated column ozone loss over the winter 2009/2010 caused by a variety of 
assumptions about heterogeneous activation rates is less than 10%. For other winters it remains to be 
studied how sensitive ozone loss calculations are to these assumptions. When temperatures remain low 
until later during the season compared to 2009/2010, these sensitivities can potentially be larger. 

Vortex-averaged satellite observations by the MLS instrument for the Arctic winters 2004/2005 
to 2010/2011 (Figure 3-10) show that the initial removal of HCl and HNO3 from the gas-phase in 
December/January are not correlated (Wegner et al., 2012) and therefore there is no definite connection 
between the PSC particles that lead to chlorine activation and those that deplete gas-phase HNO3. HNO3 
loss exhibits large interannual variability depending on prevailing temperatures while HCl loss is 
continuous through December with small inter- or intra-annual variability. Hence, the occurrence of 
HNO3-containing PSC particles does not seem to have a significant effect on the rate of initial chlorine 
activation on a vortex-wide scale. 

 

Figure 3-10. HCl and HNO3 
observations by MLS for the Arctic 
winters 2004/2005 to 2010/2011 on 
500 K potential temperature in the 
vortex core (equivalent latitude 
>75°N). Adapted from Wegner et 
al. (2012). 
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Overall the body of work presented above corrobates the view that chlorine activation rates are 
mainly controlled by temperature (e.g., Kawa et al., 1997), with a limited dependence on the different 
particle types. Nonetheless, the formation of STS and NAT particles is important as these particles 
significantly alter gas-phase chemistry through the uptake of HNO3. Further, the formation of NAT 
particles is important as sedimentation and thus denitrification can only occur if large NAT particles form 
in the stratosphere (see Section 3.3.1). 

Antarctic observations have shown that extremely low ozone mixing ratios below about 0.5 ppmv 
are reached (e.g., Solomon, 2005). The lower limit of these low ozone values has been investigated by 
Grooß et al. (2011), extending earlier work by Douglass et al. (1995). Grooß et al. showed that continuous 
rapid heterogeneous reactions on polar stratospheric clouds were required to produce the extreme low 
ozone values observed in the Antarctic. They show that under such low ozone conditions with continued 
PSC existence a balance is maintained by gas-phase production of both HCl and hypochlorous acid 
(HOCl) followed by heterogeneous reaction between these two compounds, which inhibits deactivation of 
chlorine via the formation of HCl and therefore allows the ozone loss to continue. Thereafter, a very 
rapid, irreversible chlorine deactivation into HCl occurs, either when ozone drops to values low enough 
for gas-phase HCl production to exceed chlorine activation processes or when temperatures increase 
above the polar stratospheric cloud formation threshold. 

3.3.2.2 GAS-PHASE CHEMISTRY 

Recent observational studies and laboratory investigations have largely confirmed our 
understanding of how chlorine and bromine compounds drive polar ozone losses. The major cause of gas-
phase chemical springtime polar ozone loss is due to the ClO + ClO and ClO + BrO cycles, for example: 

 

ClO + ClO + M  ↔  ClOOCl + M             (R1) 
ClOOCl + hν   →  Cl + ClOO            (R2a) 
ClOO + M   →  Cl + O2 + M             (R3) 
2{Cl + O3   →  ClO + O2} 

Net: 2 O3    →  3 O2 
 

The efficiency of ozone loss via this cycle largely depends on the rate of ClOOCl photolysis 
(R2a). Pope et al. (2007) reported very low values for the ClOOCl photolysis cross section, but these are 
now attributed to an overcorrection of the molecular chlorine (Cl2) interference (von Hobe et al., 2009). 
Following Pope et al. (2007) a large number of new laboratory studies of the ClOOCl photolysis cross  
sections and quantum yields were carried out. This additional body of work led to a comprehensive re-
evaluation of the absorption spectra (WMO, 2011) and to a new recommendation for the cross sections 
given in the Jet Propulsion Laboratory (JPL) 2011 report (Sander et al., 2011), which is now based on the 
study of Papanastasiou et al. (2009). These are larger than previously recommended values. At the same 
time the uncertainty range in the recommendation has been reduced compared to earlier JPL 
recommendations, based on the considerable amount of new laboratory data that was published after Pope 
et al. (2007). Recent experiments by Young et al. (2014) are consistent with the current JPL 
recommendation but their measurements extend to longer wavelengths and also directly quantify the Cl2 
interference, further confirming our understanding of this photolysis process. The higher ClOOCl 
photolysis cross section in JPL 2011 (Sander et al., 2011), which is based only on laboratory 
measurements, is now also consistent with previous studies of the ClO dimer reaction that are based on 
atmospheric observations (e.g., Stimpfle et al., 2004; Frieler et al., 2006) and with more recent 
evaluations based on ClO observations from ground-based microwave measurements in the Antarctic 
(Kremser et al., 2011), and in situ (Sumińska-Ebersoldt et al., 2012) and remote-sensing (Kleinböhl et al., 
2014) aircraft observations in the Arctic. 

The products of ClOOCl photolysis in (R2a) have been questioned by Huang et al. (2011). They 
argue that ClOOCl photolyzes directly into 2 Cl + O2. Under stratospheric conditions this mechanism 
would be slightly more rapid than the thermal decomposition of ClOO in (R3) but otherwise it has a 
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limited impact on modeling the ozone loss process. More important, Huang et al. (2011) also support the 
findings of Moore et al. (1999) on the existence of a minor channel for (R2) that produces ClO via 
photolysis with a yield of 19%, compared to a value of 10 ± 10% in Moore et al. (1999), while previous 
JPL recommendations do not mention this channel. This minor channel has now been adopted in the JPL 
2011 recommendation (Sander et al., 2011). Plenge et al. (2005) estimated that the impact of a 10% yield 
decreases the ozone loss due to the dimer cycle by 5%. 

Progress has also been made in understanding the forward (i.e., formation of ClOOCl) and 
backward (i.e., thermal decomposition of ClOOCl) reactions that determine the equilibrium described by 
process (R1). Recent atmospheric observations of nighttime ClO (Sumińska-Ebersoldt et al., 2012) are 
consistent with the Plenge et al. (2005) laboratory measurements of the thermal equilibrium constant 
given by (R1), which is considerably smaller than JPL 2006 recommendations (Sander et al., 2006). This 
agrees with previous atmospheric observations, which also support a thermal equilibrium constant smaller 
than laboratory-based recommendations (see WMO, 2011). The JPL 2011 recommendation, while smaller 
than the JPL 2006 recommendation, is still 2.5–3 times larger than the value derived by Plenge et al. 
(2005) for stratospherically relevant temperatures of 190–210K. While a quantitative understanding of the 
equilibrium constant is important for understanding the budget between ClO and ClOOCl in particular 
during night and twilight conditions, it does not significantly affect our understanding of ozone loss rates, 
which, in a chemical model, are not very sensitive to assumptions about this particular kinetic parameter. 

The ClO + BrO catalytic cycles are responsible for about 50% of the ozone loss in the polar lower 
stratosphere, with the contribution being slightly larger in the Arctic where the overall ozone depletion is 
smaller (e.g., Frieler et al., 2006). Chapter 1 discusses recent work that has better quantified the 
contribution from very short-lived substances (VSLS) to the stratospheric bromine budget. Overall the 
result of Chapter 1 is that VSLS increase the stratospheric bromine burden to some extent, compared to 
what it would be in the absence of VSLS transport into the stratosphere. Considering the VSLS 
contribution to stratospheric bromine leads to larger ozone loss in chemical models and this VSLS 
contribution is necessary for models to reproduce observed ozone loss rate. 

Atmospheric balloon observations of bromine monoxide (BrO) and ClO (Kreycy et al., 2013) 
support a larger photolysis rate for bromine nitrate (BrONO2) and a smaller reaction rate of BrO + NO2 
affecting the BrO and NO2 cycles. This reduces the amount of total inorganic bromine (Bry) required to 
reconcile stratospheric BrO measurements with models, and reduces the inferred contribution of VSLS 
(see Chapter 1). The overall effect on stratospheric ozone of such changes in the photolysis and reaction 
rates is small to negligible (<1% ozone change everywhere), due to canceling effects of overestimating 
Bry (ozone loss suppressing) and underestimating BrO/Bry (ozone loss enhancing). 

3.3.2.3 OZONE LOSS PROCESSES 

We now discuss the effect of the progress presented in Section 3.3.2.2 on our ability to calculate 
ozone loss rates with chemical models. Figure 3-11 illustrates the progress in our quantitative 
understanding of chemical ozone loss rates since the last Assessment (WMO, 2011). It compares 
observed ClOx in the cold Arctic winter of 1999/2000 with chemical box model calculations, which are 
based on ozone loss rates that were diagnosed with the Match approach (Rex et al., 2002) from 
ozonesonde observations. With the updates in ClOOCl cross sections described in Section 3.3.2.2, and 
including a contribution from stratospheric Bry from VSLS (see Chapter 1 of this Assessment), the model 
reproduces observed ClOx much better than based on WMO (2011) assumptions, and uncertainties of the 
model calculations are largely reduced compared to the status in WMO (2011). 

Since WMO (2011) a number of studies have quantified chemical ozone loss rates as vortex 
averages or at a single location and confirmed our understanding. Moreover, the cold Arctic winter of 
2010/11 provided a new, more extreme test case for ozone loss models. Kuttippurath et al. (2010a and 
2010b) examined the UV-visible SAOZ spectrometer network, Hassler et al. (2011b) examined ozonesondes 
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Figure 3-11. Ozone loss per sunlit 
hour (lower panel) based on results 
of Match analysis for Arctic winter 
1999/2000. The upper panel shows 
the abundance of ClOx (ppbv) 
needed to reproduce the observed 
loss rates in a photochemical box 
model based on JPL 2006 (blue) and 
JPL 2011 (red) recommendations for 
JCl2O2 and their respective uncer-
tainties. Observations of ClOx are 
also shown (gray diamonds). The 
diagram illustrates the progress in 
quantitative understanding of polar 
chemical ozone loss and the 

reduced uncertainty in modeling this process. Both calculations include a contribution to stratospheric Bry 
from VSLS based on Chapter 1. Update of Frieler et al. (2006) and WMO (2011).  

at South Pole, and Sonkaew et al. (2013) examined the SCanning Imaging Absorption spectroMeter for 
Atmospheric CHartographY (SCIAMACHY) ozone profiles. Differences between the SCIAMACHY 
Antarctic loss rates of 45 ± 6 ppbv per day and South Pole sonde-derived rates of 70 ± 10 ppbv per day 
for the peak chemical ozone loss rates at 475 K over the 2002–2010 period are likely explained by the 
very different sampling of the polar vortex. 

A number of studies have compared inferred chemical ozone loss rates with models for the cold 
Arctic winter 2010/2011. Figure 3-12 shows the results from a range of 3-D CTMs compared with ozone 
observations from MIPAS and from MLS. Overall all models shown in the figure were able to reproduce 
the observed ozone loss, clearly showing that the unprecedented loss during Arctic spring 2011 has been 
caused by well-known chemistry. Adams et al. (2012) also found that their 3-D CTM could reproduce the 
loss inferred from ground-based observations. Pommereau et al. (2013) found good agreement between 
observations and models for the diagnosed ozone column loss, when taking into account changes in partial 
ozone column at high altitudes (above ~550K, ~20km). Together, these studies indicate that the large loss 
seen in Arctic winter 2010/2011 is consistent with our current understanding of chemical processes and was 
driven by the very specific meteorological conditions, as described in Section 3.2.3.2. Overall the ability of 

3D-CTMs to reproduce the observed loss for 
such an event that has extended the previous 
range of variability increases confidence that the 
models are now mature and capture the pro-
cesses that are relevant for Arctic ozone loss. 

 
Figure 3-12. Evolution of ozone mixing ratio at 
475 K (~18km) observed by the MLS and 
MIPAS satellite instruments (open and solid 
black dots) and simulated by several chemical 
transport models (CTMs, solid color lines). 
Figure based on updated calculations with 
CTMs described in Feng et al. (2011; 
SLIMCAT), Kuttippurath et al., (2012; MIMOSA 
CHIM), Grooß et al. (2005, 2014; CLaMS), 
Wohltmann and Rex (2009; ATLAS), and 
Sinnhuber et al. (2011). 
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3.3.3 Polar Dynamical Processes 

3.3.3.1 RELATION BETWEEN WAVE DRIVING AND POLAR OZONE 

Ozone inside the polar vortex and in the collar region surrounding the polar vortex experiences large year-
to-year variations (WMO, 2011). The main driver for this variability is variations in atmospheric 
dynamics (Fusco and Salby, 1999; Randel et al., 2002; Weber et al., 2003, 2011; Hood and Soukharev, 
2005; Salby, 2008). Variability in the planetary wave activity driving the winter Brewer-Dobson 
circulation modulates both dynamical and chemical processes affecting polar ozone (e.g., Tegtmeier et al., 
2008). The links between planetary waves and polar ozone losses results from the temperature modulation 
(e.g., Newman et al., 2001). Mass circulations associated with momentum deposition by the planetary 
waves leads to adiabatic compression of polar air masses (and immediate warming, e.g., SSWs 
(Ayarzaguëna et al., 2011)) and expansion in the tropical lower stratosphere (cooling). The return toward 
radiative equilibrium (slow diabatic cooling) in the polar region then results in enhanced transport into the 
polar vortex and subsidence inside the vortex area. The combination of enhanced transport and warmer 
polar temperatures in a given winter is then responsible for higher polar ozone levels, reduced polar ozone 
losses, and leads to higher spring total ozone (e.g., Chipperfield and Jones, 1999; de Laat and van Weele, 
2011; Kuttipurath et al., 2010b; Kuttipurrath and Nikulin, 2012; Kramarova et al., 2014). Our 
understanding of the mechanisms that determine the degree of wave driving of the polar stratosphere is 
still incomplete, but some progress has been made. 

Weber et al. (2011) showed a compact relationship between the mean winter eddy heat flux at 100 
hPa, a measure for the planetary wave activity and BDC strength, and spring-to-fall polar ozone ratio 
combining data from both hemispheres (Figure 3-13). The planetary wave activity is much lower in the 
Southern Hemisphere and, therefore, results in spring-to-fall ozone ratios smaller than 1 (polar ozone loss 
outweighs ozone transport). In the Northern Hemisphere this ratio is always above 1 (ozone transport 
outweighs polar ozone loss). The various extreme events like the split of the Antarctic vortex in 2002 (with an 

ozone ratio above 1), the record Antarctic 
ozone hole in 2006, the cold Arctic 
winters in 1996, 1997, and 2011 (e.g., 
Manney et al., 2011), and high Arctic 
ozone in 2010 (Steinbrecht et al., 2011) 
follow this compact linear relationship. 
 
 
 

Figure 3-13. Spring-to-fall ratio of 
observed polar cap total ozone (>50°) 
as a function of the absolute extra-
tropical winter mean eddy heat flux 
(September to March in the Northern 
Hemi-sphere and March to September 
in the Southern Hemisphere) derived 
from ECMWF ERA-Interim data. Data 
from the Southern Hemisphere are 
shown as triangles (September over 
March ozone ratios) and from the 
Northern Hemisphere as solid circles 
(March over September ratios). Selected 
polar total ozone distributions for 
selected years are shown at the top. 
Updated from Weber et al. (2011). 
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This linear relationship between eddy heat flux and polar cap ozone was also found in two CCMs, 
indicating that current models realistically describe the variability in stratospheric circulation and its 
effect on total ozone (Weber et al., 2011). Both models show a positive trend in the winter mean eddy 
heat flux (and winter BDC strength) in both hemispheres until year 2050, however, the interannual 
variability (peak-to-peak) is two to three times larger than the change in the decadal means between 1960 
and 2050 (Weber et al., 2011). Substantial polar ozone losses could occur in the case of particularly cold 
winters in the coming decades despite the ongoing decrease of ODS levels in the stratosphere. 

3.3.3.2 THE ROLE OF LEADING MODES OF DYNAMICAL VARIABILITY 

The respective influences of natural variability and anthropogenic climate change on polar 
stratospheric temperatures are difficult to disentangle given the short observational record in the satellite 
era. Using reanalyses and radiosonde data, Bohlinger et al. (2014) showed a wintertime positive trend in 
Arctic temperatures at 50 hPa over the past three decades, and a corresponding increase in planetary wave 
activity diagnosed as the meridional eddy heat fluxes at 100 hPa. In addition, they have identified a 
residual radiative cooling trend of about −0.5 K/decade. Nevertheless, the processes in the troposphere 
that govern the large interannual variability and the trend in these temperatures remain to be fully 
understood. It is particularly important to understand the origin of very strong vortex events that drive the 
ozone loss, either short-duration intense cooling episodes as observed in January 2010 (Dörnbrack et al., 
2012), or else prolonged coolings like that observed during the late winter and spring 2011 (Manney et 
al., 2011). Several recent observational studies have shown that tropospheric highs (e.g., blockings) can 
lead to either warming or cooling of the Northern Hemisphere polar stratosphere, depending upon their 
geographical location (Nishii et al., 2011; Woollings et al., 2010; Castanheira and Barriopedro, 2010). 
This dual effect arises from the potential interaction of transient waves with climatological planetary 
waves, thereby increasing or lowering the wave activity flux into the stratosphere. North Pacific blockings 
distinctly lead to polar stratospheric coolings (Nishii et al., 2010), and brief vortex cooling episodes 
observed during the 2009/10 (Dörnbrack et al., 2012). Also the 2010/2011 winter, described in Section 
3.2.3.2, was clearly associated with North Pacific highs and a precursory enhanced Western Pacific 
teleconnection pattern (Orsolini et al., 2009). The exact cause of the prolonged cold stratosphere in March 
and April 2011, which led to the record ozone loss, remains unclear, but may involve complex dynamical 
positive feedbacks between a small intense polar vortex and equatorward-deflected planetary waves. 
Recent observational and modeling studies emphasize the role of a warm anomaly in North Pacific sea 
surface temperatures in leading to the cold vortex in 2011 (Hurwitz et al., 2011, 2012). Hence, a better 
understanding of the variability of the coupled ocean-atmosphere circulation not only in the North 
Atlantic but also in the key Eastern Eurasia/North Pacific region where wave activity fluxes into the 
stratosphere are climatologically the strongest, may lead to a better understanding of polar stratospheric 
temperature variability. 

Kiesewetter et al. (2010) showed that the stratospheric Northern Annular Mode (NAM) index is 
strongly correlated with Arctic ozone anomalies. The different phases of the NAM are driven by the 
variability in planetary wave driving. Extreme phases of the NAM index (strong and weak vortex events) 
are associated with negative and positive ozone anomalies that descend from the uppermost stratosphere 
and then rapidly cover the upper and middle stratosphere, from where they then slowly descend into the 
lowermost stratosphere within 5 months. 

Another important factor in modulating the strength of the polar vortices is the equatorial quasi-
biennal oscillation (QBO). The QBO influences the propagation of waves, e.g., during QBO easterlies the 
waves are more directed toward the polar region, decelerating the polar night jet and perturbing the polar 
vortex (Holton and Tan, 1980; Baldwin et al., 2001; Naoe and Shibata, 2010; Anstey and Shepherd, 2014; 
Watson et al., 2014). There is a close link between the QBO and the occurrence of SSWs and the date of 
the final warming (Thiéblemont et al., 2011). Similarly, planetary wave activity tends to be stronger 
during warm phases of the El Niño-Southern Oscillation (ENSO) (e.g., Garfinkel and Hartmann, 2008). 
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Trends and changes in the amplitude of Southern Hemisphere stationary waves in reanalyses are 
associated with polar ozone depletion and changes in the strength of the subtropical jets driven by sea 
surface temperature (SST) forcing (Wang et al., 2013; Agosta and Canziani, 2011). Sonkaew et al. (2013) 
showed that the variable Arctic ozone loss as determined from SCIAMACHY limb ozone profiles during 
2002–2009 correlate with the QBO phase, meaning larger ozone losses were generally observed during 
QBO west phases, although the studied period is relatively short. Hurwitz et al. (2011) showed that the 
dynamical conditions prevailing during Arctic winter 2011 were characterized as expected by a QBO 
westerly phase and a concurrent La Niña phase. However, these features alone cannot explain the 
persistence of the low temperature anomaly into March 2011. As mentioned above, they identified the 
positive North Pacific SST anomaly as a potential driver for the cold Arctic vortex in late winter 2011. 

3.3.3.3 MERIDIONAL MIXING 

Blessmann et al. (2012a) showed that a larger fraction of ozone from lower latitudes is mixed into 
the Arctic vortex in early winter when the wave activity in late fall has been high. In the contrasting case 
of low wave activity, a larger fraction of early winter polar vortex ozone has subsided from the upper 
stratosphere during fall. The amount and variability (10%) of early winter Arctic ozone below 750 K (~30 
km) are largely determined by dynamical processes in the early vortex formation period (Blessmann et 
al., 2012b). 

Using ozone observations above Antarctica in combination with a CTM model, Roscoe et al. 
(2012) confirmed earlier studies that the polar ozone depletion starts earlier for stations that are closer to 
the vortex edge than those in the core region. They also showed from dynamical considerations that air 
parcels from the core region and the vortex edge region mix only weakly. As the vortex edge region is 
more strongly exposed to sunlight and is generally warmer, a cooling trend in the stratosphere could 
extend the region where PSC formation is possible, potentially delaying ozone recovery. This contrasts to 
the core region where the formation of PSCs is saturated and is less impacted by additional cooling. 

3.4 RECOVERY OF POLAR OZONE 

Detection of polar ozone recovery is an important milestone in assessing the effectiveness of the 
Montreal Protocol. As indicated in Chapter 1 of this assessment, the stratospheric chlorine and bromine 
burden as expressed by the Equivalent Effective Stratospheric Chlorine (EESC) has decreased by about 
10% in the polar regions from its peak level reached in the beginning of this century. This section 
assesses whether an increase in ozone is observed in the polar regions that can be attributed to the 
decrease in ODSs. Recent changes in understanding of polar ozone trends are discussed in the context of 
what has been discussed in previous assessments. The focus is on observed polar ozone changes. Future 
polar ozone evolution is discussed in detail in Section 3.5. 

3.4.1 Polar Ozone Recovery in Previous Assessments 

The WMO/UNEP 2006 Ozone Assessment Report (WMO, 2007; see Section 6.2.2) outlined in 
detail the different stages of current and future ozone: slowdown of ozone decline, turn around and onset 
of ozone increases, and full recovery from ODSs. The latter will be discussed in the context of future 
polar ozone in Section 3.5. WMO (2007) established that slowing and cessation of ozone decline had 
already occurred and that 1997 was the most likely turnaround year. That report also included predictions 
of a slow recovery of Antarctic column ozone, with an increase in springtime ozone of 5–10% between 
2000 and 2020, or 0.25–0.5%/year over that period.  

The WMO/UNEP 2010 Ozone Assessment Report (WMO, 2011) firmly established that for 
detection of the second stage of ozone recovery—the occurrence of statistically significant increases in 
ozone above previous minimum values due to declining EESC—it is required to separate dynamical from 
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chemical influences on ozone (Newman et al., 2006; Yang et al., 2008). A standard approach for 
detection that was discussed in WMO (2011, see Section 2.1.2; Box 3-2) is to use a multivariate 
regression model that quantifies the relation between ozone and different dependent variables that 
simultaneously describe natural and anthropogenic forcings. The long-term trend can either be described 
by fitting a piece-wise linear trend function (PWLT) or the EESC. For the PWLT, the turning point is 
typically defined at the EESC maximum. Alternatively, the turning point can also be derived from a 
break-point analysis of the ozone record (Yang et al., 2005, 2008; Chehade et al., 2014). 

WMO (2011) also discussed the available regression studies, which at that time had focused on 
tropical and midlatitude ozone. However, analyzing polar ozone for long-term trends and signs of onset of 
ozone increases had not been performed before WMO (2011), as it is more complicated due to the need to 
include polar vortex dynamics, which results in larger year-to-year variability in polar regions than at 
midlatitudes and in the tropics. In WMO (2011), Antarctic trends were only briefly discussed, as 
essentially only one regression study was available at the time (Yang et al., 2008). Furthermore, that study 
only considered temperature as a dependent variable and focused on the first stage of ozone recovery, the 
leveling off of Antarctic ozone loss and reversal of the EESC trend from increasing during the 1980s and 
1990s to a decrease after 2000. It was concluded that the leveling off of Antarctic ozone since the late 
1990s could be attributed to changes in Antarctic stratospheric halogen loading. 

In addition, WMO (2011) noted based on model studies that increases in greenhouse gas (GHG) 
concentrations do not have a significant direct effect (due to radiative processes) on springtime Antarctic 
polar temperatures and ozone for the period up to 2100. Indirect effects of GHG on ozone via changes in 
vortex dynamics were not reported in WMO (2011). Furthermore, there are large uncertainties associated 
with the ozone recovery path, and model uncertainties rather than those of GHG scenarios dominate 
uncertainties in ozone recovery. Hence, it is unlikely that recent Antarctic stratospheric ozone changes 
were affected by increases in GHGs. See further Section 3.5 on the impact of GHGs on future Antarctic 
ozone recovery. 

For the Arctic, WMO (2007) already noted that compared to the Antarctic, the Arctic shows 
larger interannual variability in springtime ozone and smaller ozone depletion. As a result, detection of 
changes in ozone due to decreases in EESC will likely take longer than in the Antarctic. For the Arctic, no 
slowing of a decline in ozone had been found. WMO (2011) reported little progress in assessing Arctic 
ozone recovery since WMO (2007).  

3.4.2 Long-Term Antarctic Ozone Trends  

3.4.2.1 VERTICALLY RESOLVED OZONE 

Hassler et al. (2011a) assessed 25 years of ozonesonde measurements made at the South Pole 
station and presented an update and expansion of earlier South Pole ozonesonde studies (Hofmann et al., 
1997; Solomon et al., 2005; Hofmann et al., 2009). The study analyzed the height dependence of ozone 
loss rates throughout Antarctic spring (late August to late September) for five-year periods, which reduces 
the effect of year-to-year variability in ozone (Figure 3-14). The study concluded that ozone loss rates 
changed little over the period 1996–2010, although a small but statistically insignificant reduction in 
ozone loss rates after 2000 was identified. The lack of clear reduction in ozone loss rates (Figure 3-14) 
could be partly related to saturation of loss at certain pressure levels which results in the near-complete 
ozone destruction at pressure levels around 70 hPa (typically 50–100 hPa; see also Yang et al. (2008)). It 
thus may take some time for air masses at certain pressure levels to become “desaturated” with regard to 
ozone loss. Furthermore, the decrease in EESC during the period 2000–2010 is approximately 5–10%, 
depending on the choice of age of air (Newman et al., 2007), suggesting that no large decrease in ozone 
destruction can be expected to have occurred yet. Assuming a future linear relation between the reduction 
in EESC and ozone loss rates and assuming that future dynamical variability of the Antarctic stratosphere 
will remain similar to the variability observed during the last two decades as well as assuming that no 
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major volcanic eruption will occur, Hassler et al. (2011a) find that a statistically significant reduction in 
South Pole ozone loss rates for August–September as measured by ozonesondes is only expected to occur 
at the end of the 2010–2020 period if the current decline in EESC continues unabated. They also noted 
that there are uncertainties with this methodology, in particular how to account for changes in greenhouse 
gas concentrations, which likely will affect future Antarctic stratospheric dynamics. Another complicating 
factor for the detection of height-dependent ozone increases is changes in stratospheric temperatures 
(cooling), which lead to trends in air density and layer thickness (McLinden and Fioletov, 2011). 

Miyagawa et al. (2014) assessed ground-based ozone profile Dobson Umkehr measurements at 
the Antarctic coastal station Syowa (69.0°S, 39.6°E). Based on a multivariate regression method to 
account for Antarctic polar vortex dynamics, and consistent with Hassler et al. (2011a), they report a 
small but statistically insignificant increase in springtime Antarctic stratospheric ozone after 2001 over 
Syowa that can be attributed to decreasing EESC. They find that Antarctic vortex dynamics have a large 
impact on stratospheric ozone at Syowa, and conclude that differences in lower, middle, and upper 
stratospheric transport processes have different effects on lower, middle, and upper stratospheric 
Antarctic stratospheric ozone. Furthermore, they point at possible delays in upper stratospheric ozone 
recovery by both effects of the solar cycle, as well as by longer transport time of air masses to reach the 
upper stratosphere. 

In summary, in situ measurements of the vertical distribution of Antarctic ozone do not yet show 
a significant reduction in ozone loss rates, and this is not expected to become apparent until 
approximately 2020.  

 
 

Figure 3-14. Vertical profile of 
ozone loss rates for five time 
periods (1986–1990, 1991–1995, 
1996–2000, 2001–2005 without 
2002, 2006–2010) based on 25 
years of ozonesonde measure-
ments taken at the South Pole, as 
determined by a linear fit to all 
available data for each pressure 
level between day 235 and 270 
(late August to end of September). 
Ozone loss rates are given in 
[ppmv/day], error bars represent 1-
σ uncertainties. After Hassler et al. 
(2011b). 

 
 
 
 

3.4.2.2 SPRINGTIME TOTAL OZONE 

Hassler et al. (2011b) analyzed October mean total ozone columns from four surface stations 
around Antarctica for the period 1966 to 2008. While these stations show a similar emergence of the 
ozone hole from 1960 to 1980, their records diverge after 1980, with annual mean differences between 
stations as large as 50 DU. By screening measurements based on whether they are obtained within or 
outside the vortex, ozone behavior over the last two decades for the four stations was found to be very 
similar. Similar conclusions have been reached for the Arctic stratosphere based on satellite data and 
methodologies (e.g., Kiesewetter et al., 2010).  
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Salby et al. (2011, 2012) presented the first claim of detection of the second phase of recovery of 
Antarctic ozone, i.e., a statistically significant increase in ozone due to declining EESC. They applied a 
two-parameter regression model to analyze annual springtime (September–November) Total Ozone 
Mapping Spectrometer (TOMS)/OMI total ozone over Antarctica poleward of 70°S (vortex core). Total 
ozone measurements were regressed against the upward Eliassen-Palm (EP) flux at 70 hPa, averaged 
poleward of 40°S during the period August–September, and the QBO, represented by tropical 30 hPa 
winds. Salby et al. (2011) reported a correlation (R2) of springtime vortex core total ozone variations by 
their two-parameter regression model of 0.96. By applying these regressions, dynamical processes that 
determine year-to-year variability in Antarctic vortex strength and ozone destruction can be removed 
from the total ozone record, leaving an ozone residual that can be probed for the presence of trends. A 
positive linear trend for the period 1996–2008 was reported with a statistical significance of 99.5% using 
a two-tailed t-test. Note that the results from Salby et al. (2011, 2012) cannot directly be compared to 
those of Hassler et al. (2011a), in part because they look at different springtime periods, and also because 
Salby et al. (2011, 2012) investigate a vortex-average total ozone amount, whereas Hassler et al. (2011a) 
investigate ozone profiles taken at one specific location. 

Kuttippurath et al. (2013) presented more extensive multivariate regression analyses of Antarctic 
polar vortex total ozone for the period 1979–2010. They analyzed two different satellite total ozone data 
sets (TOMS/OMI and MSR), as well as averaged ground-based Antarctic measurements of total ozone. 
They further applied the multivariate regression to three total ozone time series based on three different 
Antarctic ozone records: average total ozone inside the vortex and the vortex core, both based on passive 
tracer transport model simulations, as well as average total ozone for equivalent latitudes between 65° 
and 90°S. Finally, they applied two different trend estimates to the total ozone time series: either the 
EESC or PWLT were used as fit parameters in the multivariate regression. Trends were calculated for 
the periods both before and after 2000. The multivariate regression model includes effects of the solar 
flux, QBO, stratospheric aerosols, the heat flux (or Eliassen-Palm flux), and the Antarctic oscillation (or 
Southern Annular Mode). Taking these effects into account, the three types of measurements, the three 
vortex definitions, and the two linear trend methods all show a statistically significant positive trend in 
Antarctic total ozone for the period 2000–2010. The recovery rates based on the PWLT trend estimates 
are approximately 25 DU/decade or 8%/decade, while the EESC fit provides an estimate of 
approximately 10 DU/decade or 3%/decade. Both trend estimates are significant at the 95% confidence 
level. Differences between PWLT and EESC trend estimates indicate that vortex dynamics are important 
and should be considered, consistent with findings from Kiesewetter et al. (2010) and Hassler et al. 
(2011a). 

The correlation of the multivariate regression in Kuttipurrath et al. (2013) does not exceed 0.90 
(R2), which appears inconsistent with the 0.96 (R2) correlation found by Salby et al. (2011), despite the 
latter study being based on only two dependent variables. The cause of this discrepancy is currently 
unclear, but it should be kept in mind that although both studies include the same dependent variables 
(QBO and heat flux), they use different underlying base data (40 hPa tropical wind speed QBO and 
ECMWF ERA Interim heat flux in Kuttippurath et al. (2013); 30 hPa wind speed QBO and NCEP heat 
flux in Salby et al. (2011, 2012)). The time period over which total ozone data are averaged is also 
different (between September and November in the former case, over October in the latter case), as well 
as the length of the period under consideration (1996–2008 for Salby et al. (2011, 2012), and 2000–2010 
for Kuttippurath et al. (2013)). In addition, these studies do not address several other sources of 
uncertainty, like regression parameter choices, regressor errors, and sensitivity to the time period over 
which the regressors are taken. 

In summary, although findings of multivariate regression studies of springtime Antarctic total 
ozone are consistent with a beginning of ozone recovery, i.e., they report increases in ozone after 2000, 
uncertainties in measurements and regressors as well as uncertainties in statistical analyses preclude the 
definitive conclusion that Antarctic stratospheric ozone is increasing due to declining ODSs.  
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3.4.3 Long-Term Ozone Trend in the Arctic 

Previous WMO/UNEP Ozone Assessments have noted that the large degree of interannual 
variability in meteorological conditions, and the strong dependence on the start and end dates used for the 
analysis render robust determination of ozone trends in the Arctic extremely problematic. The picture 
remains largely unchanged for this Assessment. Although several studies have placed the exceptional 2011 
Arctic spring ozone values in context through comparisons with multiyear (in some cases multidecade) 
ozone data sets (Manney et al., 2011; Balis et al., 2011; Hurwitz et al., 2011; Arnone et al., 2012; Adams et 
al., 2012; Kuttippurath et al., 2012; Lindemaier et al., 2012; Isaksen et al., 2012; Pommereau et al., 2013; 
Strahan et al., 2013), few have specifically quantified long-term changes in Arctic lower stratospheric 
ozone. It is thus not possible to make a definitive statement about Arctic ozone trends at this time. 

3.5 FUTURE CHANGES IN POLAR OZONE 

Future changes in ozone can be assessed with models of varying complexity (parametric, two- 
and three-dimensional models). In recent years the state-of-the-art for assessing stratospheric ozone 
changes in a climate context has moved to comprehensive three-dimensional chemistry-climate models 
(CCMs). A major milestone for the CCM community was the CCMVal-2 model intercomparison report 
(SPARC CCMVal, 2010) that preceded the WMO/UNEP 2010 Ozone Assessment (WMO, 2011) and 
informed the conclusions therein. Progress with CCMs since has been continuous and new studies have 
either consolidated or added details to results from CCMVal-2. No recent study has challenged our 
fundamental understanding of how ozone will develop in the future, based on decreasing ODSs and 
continued evaluation of climate change sensitivities. 

No intercomparison on the scale of CCMVal-2 has been carried out in time for this Ozone 
Assessment. The SPARC lifetime assessment (SPARC, 2013) has reassessed lifetimes of a number of 
ODSs using observations and models. The CCMs that contributed to the modeling part of the lifetime 
assessment have been updated since CCMVal-2 and will be used for future integrations and collaborative 
efforts, including the Chemistry-Climate Model Initiative (CCMI). Even though the modeling part of the 
lifetime assessment is extremely valuable for attributing past ozone changes by providing additional 
model integrations covering the recent past, it is investigating time-slice experiments for the future 
(Chipperfield et al., 2014), which are not directly comparable to the transient integrations projecting 2100 
ozone levels in CCMVal-2. However, changed lifetimes of ODSs can be used in an indicative way and in 
updated model integrations. If key lifetimes are significantly increased, projected ozone recovery will be 
delayed. Table 6.1 in SPARC (2013) summarizes the new lifetimes for CFC-11 and CFC-12, among 
others. The recommended lifetimes increased from 45 to 52 years for CFC-11 and from 100 to 102 years 
for CFC-12. This lifetime adjustment does not suggest a major change of return and recovery dates 
reported in WMO (2011). Commonly the lifetime information of a species is used in conjunction with the 
assumed surface fluxes to calculate surface mixing ratios. The time-dependent surface mixing ratios are 
subsequently used as boundary conditions for CCM integrations. Four CCMs used in CCMVal-2 
(SPARC CCMVal, 2010) and subsequently presented in WMO (2011), i.e., CMAM, GEOSCCM, 
UMSLIMCAT, and WACCM, compared the impact of changing from the WMO (2011) mixing ratio 
time series of ODSs to the SPARC (2013) recommendations (Figure 3-15). In Figure 3-15 the thick black 
line is the multi-model mean (MMM) polar total ozone from the four CCMs as contributed to WMO 
(2011) using Special Report on Emissions Scenarios (SRES) A1B scenario for well-mixed GHG and the 
WMO (2011) recommended ODS concentrations. The thin colored lines are pairwise differences added to 
the MMM for each of the four models. The models used Representative Concentration Pathway (RCP) 
6.0 (GEOSCCM, WACCM, and CMAM) or RCP 4.5 (UMSLIMCAT) scenarios for well-mixed GHG in 
the updated runs. The turquoise shading is the one standard deviation interannual variability for March or 
October respectively added/subtracted to the MMM. Note that the differences are small and that they lie  
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Figure 3-15. The thick black line is showing multi-model mean (MMM) polar total ozone (60°-90°; left: 
Northern Hemisphere March, right: Southern Hemisphere October) from four CCMs (see legend) that 
contributed to WMO (2011) using SRES A1B for well-mixed GHG and the WMO (2011) recommended 
ODS concentrations. The thin colored lines are pairwise differences (“old-new” ODS scenarios; “old”: 
WMO, 2011; “new”: SPARC, 2013) added to the MMM for each of the four models. The “new” 
integrations used RCP 6.0 (CMAM, GEOSCCM, and WACCM) or RCP 4.5 (UMSLIMCAT) for well-mixed 
GHG. The turquoise shading is the one standard deviation interannual variability for March (left) and 
October (right) from GEOSCCM added/subtracted to the MMM. Horizontal dashed lines are 1980 values. 
 
largely within the one standard deviation range, thus suggesting that the ODS lifetime change had no 
significant impact on the polar ozone recovery in either the Northern or Southern Hemisphere. However it 
should be noted that this “by chance ensemble” provides a MMM that is returning late to 1980s ozone 
values in the Southern Hemisphere, compared to the full WMO (2011) MMM.  

3.5.1 Factors Controlling Polar Ozone Amounts 

Section 3.3 describes our level of understanding of processes influencing polar ozone changes. CCMs 
are an attempt to utilize this process understanding to simulate (in a comprehensive way) chemistry-climate 
interactions, allowing us to make projections into the future. Such models are of increasing complexity (e.g., 
consider more and more Earth system components with higher complexity). Like all models, CCMs have to 
compromise in terms of complexity and resolution, to provide the length of integrations required to evaluate 
interactions between composition and climate on longer timescales. Continuous validation of the model 
performance for the recent past is a key to our judgment of model projections, even though good model 
performance for the past does not necessarily guarantee reliable predictions. 

Two main factors determine future ozone amounts: How fast are the stratospheric chlorine and 
bromine amounts changing, and what is the impact of increasing GHGs on ozone? Box 3-2 summarizes 
many important aspects relating to this issue. To illustrate the success of the Montreal Protocol, it is 
useful to consider so-called “world avoided” simulations. Since the last Assessment, Garcia et al. (2012) 
used an updated version of the Whole Atmosphere Community Climate Model (WACCM) model, 
illustrating the expected strong impact of heterogeneous chemistry on the ozone budget and quantifying 
the ozone loss avoided by the Montreal Protocol. Their results are in good agreement with earlier studies 
that have been reported in WMO (2011).  

For tracing the success of the Montreal Protocol, previous WMO/UNEP ozone assessments have 
introduced the concepts of ozone recovery and return. As emphasized in Section 3.4, ozone recovery 
relates to the physical effects ODSs have on stratospheric ozone. When ODSs no longer significantly 
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affect ozone chemistry, full ozone recovery has been achieved.  For this consideration, transport effects, 
e.g., the removal of chlorine-containing species from the stratosphere, are most important (indicated with 
a downward pointing arrow in Box 3-2).  

Return relates to the achievement of a threshold ozone amount that was observed in the past. 
When ODS abundances decline in the stratosphere, ozone will increase. In addition ozone will increase 
due to a cooling of the upper stratosphere that is caused by increasing GHGs (Box 3-2). Simultaneously, 
changes in meridional transport would modify the high-latitude ozone budget, with current CCMs 
indicating a strengthening of the BDC for GHG increases. This has been extensively discussed in WMO 
(2011) and it was concluded that, “A stronger BDC would decrease the abundance of tropical lower 
stratospheric ozone, increase poleward transport of ozone, and could reduce the atmospheric lifetimes of 
long-lived ODSs and other trace gases.” A detailed discussion of the recent findings regarding the 
evolution of the BDC is presented in Chapter 4 of the present Assessment. 

Baumgaertner et al. (2010) add a nuance to the general picture by pointing out that upper 
stratospheric NOx enhancement due to a stronger BDC would cause additional ozone loss, but that the 
ozone loss would be more or less canceled by more poleward ozone transport. The added effects of 
decreasing ODSs, increasing GHGs, and changing meridional transport will lead to polar ozone return 
dates that are earlier than the recovery dates. Arguably the evolution of return dates, in particular in total 
ozone, is more straightforward and easier to measure than the exact timing of recovery.  

Even though two important factors determining future ozone are well understood, namely, the 
ozone change due to decreasing ODSs and the stratospheric cooling due to GHGs, many mechanisms 
exist that are uncertain in their future development. One of the uncertainties lies with the PSCs (Box 3-2). 
How will they develop under climate change? Will there be more PSCs due to radiatively controlled 
cooling, or less due to dynamically induced warming? Hurwitz and Newman (2010) looked at the 
development of the PSC area in projections using the Goddard Chemistry-Climate Model (GEOSCCM). 
In their model, future trends in the PSC area in October over Antarctica were negative, thus “helping” 
ozone return. In addition, Deushi and Shibata (2011) investigated the impact of GHGs on ozone recovery. 
In their model, resolved wave forcing is decreased in spring over Antarctica, due to an earlier breakdown 
of the polar vortex in the future. If this is a verifiable result, it would indicate a potential mechanism for 
earlier ozone return dates. More examples are discussed in Sections 3.3.3 and in 3.5.3.1.  

3.5.2 Long-Term Projection of Polar Ozone Amounts 

A multi-model mean (MMM) total ozone time series relative to a particular year is a relatively 
robust representation of an “average” behavior for the future. An uncertainty range can be described by 
the inter-model standard deviation that is usually large. The large standard deviations arise because the 
models are potentially biased and their meteorology will differ in the same nominal year. However each 
individual model ozone time series is referenced to its own climatological base period.  Therefore a large 
spread does not mean that models disagree on the general temporal development of ozone. The spread is 
merely highlighting that the models differ. 

Following considerations in Austin et al. (2010a) and WMO (2011), Figure 3-16 presents a 
MMM anomaly total ozone time series. In Figure 3-16, 1980 ozone values are indicated with a dashed 
line. The thick red line indicates the MMM total ozone anomaly for the Arctic in March (Figure 3-16, top) 
and for Antarctica in October (Figure 3-16, bottom). The spread is indicated by a two standard deviation 
interval (gray shading). The MMM time series indicate an earlier return date with respect to 1980 values 
for the Arctic (near 2030) than for the Antarctic (near 2050). Note that the CCMVal-2 integrations have 
been performed with a particular Special Report on Emission Scenario (SRES) climate changes scenario 
(A1B). For the recent IPCC report (AR5; IPCC, 2013), SRES scenarios have been superseded by 
Representative Concentration Pathways (RCP) scenarios (van Vuuren et al., 2011). Both SRES and RCP 
are descriptions of the possible evolution of climate forcings that depend on assumptions, e.g., how 
energy consumption will develop in the future, and a range of possibilities is considered. This scenario  
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Box 3-2. Factors Determining Future Polar Ozone 
 
Ozone-depleting substances (ODSs) are the drivers of polar ozone loss. Due to the Montreal Protocol and 

its Amendments, ODS amounts are decreasing and ozone will recover. Here, we discuss factors that influence 
details of the recovery process. Factors influencing future ozone amounts in high latitudes at different heights are: 
changes in meridional transport (indicated by bold open arrows), temperature changes from increased long-lived 
GHGs (indicated by blue or red shaded areas), and chemical effects (the future potential to form PSCs that can 
activate available halogens, e.g., chlorine and to a lesser extent bromine, and changes in temperature-dependent 
reaction rates). Each effect is changing ozone at certain heights. A combination of all effects is manifested in the 
total ozone, the vertically integrated amount of ozone. 

The sketch below shows polar latitudes (with the North or South Pole to the left) versus altitude. The 
altitude scale is roughly indicated by the position of the polar tropopause (black dashed line). Stratospheric cooling 
and tropospheric warming are indicated with color-shaded areas. Poleward transport and generally descending 
motion, as well as air exchange between the stratosphere and the troposphere, are indicated with bold open arrows. 
The blue half ellipse shows the region where PSCs occur when temperatures are low enough. The green half ellipse 
denotes the ozone maximum in partial pressure or number density.   

 

 
 

Changes in transport under climate change: Models predict a strengthening of the Brewer-Dobson 
circulation (BDC) for increased long-lived GHG concentrations. Increased poleward transport would provide a gain 
in polar ozone. Increased downward transport and more efficient air exchange between the stratosphere and the 
troposphere would provide a more efficient removal mechanism for halogen-containing species, the main driver of 
ozone destruction. 

Changes in temperature under climate change: The increase of long-lived GHGs has led to a warming 
in the troposphere and cooling in the stratosphere. Many processes and reactions that change ozone are temperature 
dependent. In colder conditions more PSCs could be formed, thus providing a greater potential for halogen 
activation and ozone destruction. Furthermore, PSC formation depends on the availability of water vapor; future 
trends in water vapor are uncertain.  

Chemical effects: They are closely coupled to the transport and temperature changes. In the lower 
stratosphere they depend on the availability of halogen-containing species and the occurrence, amount, and timing of 
PSCs. In the upper stratosphere, chlorine chemistry also plays a role. However, lower temperatures there slow down 
the gas-phase destruction of ozone, thus resulting in more ozone. In addition, changes in N2O and CH4 
concentrations could affect ozone chemistry as well.   

Because all effects above contribute to changes in polar total ozone, it is more difficult to monitor total 
ozone recovery than return. Total ozone recovery relies on the concept that ozone amounts are no longer 
significantly affected by halogen chemistry and full recovery would imply that halogens of anthropogenic origin no 
longer play a role in determining ozone amounts. Total ozone return is a simpler milestone to monitor, answering 
the question “When do we reach a level of ozone that we had in the past?” 
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uncertainty will be discussed further in Section 3.5.3. The blue line in Figure 3-16 is derived from 
observations (see also Figure 3-4) indicating the overall qualitative agreement with model results (see also 
Chapter 2 of this Assessment). 

Austin et al. (2010a) compared 1960 and 1980 baseline projections for CCMVal-2, highlighting 
the issue of a later return to 1960 values. One factor limiting our confidence in the timing of return date 
projections is the large inter-model spread, even though Austin et al. (2010a) presented some evidence 
that the situation had improved since CCMVal-1. Note however that this Assessment uses a recent 
climatological base period and indicates the 1980-return date separately (black dashed lines in Figure 3-16). 

Certain aspects of the inter-model spread in return dates can be understood by investigating 
physical properties of the models. Note however that the spread in return dates is smaller than the 
envelope in Figure 3-16 (see WMO, 2011 for details). Strahan et al. (2011) evaluated CCMVal-2 model 
results by characterizing transport performance and the resulting vortex Cly (80°S, 50hPa) concentrations. 
Results showed that models with no diagnosable chlorine chemistry deficiencies showed a quasi-linear 
relationship between polar vortex Cly in 2005 and the projected return dates. As expected from our 
chemical understanding of ozone loss, models with high Cly in 2005 showed late return dates, with return 
dates to 1980 values ranging from around 2040 to 2070. 

 

 
 

Figure 3-16. The solid red line is showing multi-model mean (MMM) polar total ozone anomalies in 
percent (60°-90°; top: Northern Hemisphere March, bottom: Southern Hemisphere October) relative to a 
1998 to 2008 base period. The MMM values predict a return date relative to the year 1980 in the Northern 
Hemisphere before the middle of the 21st century (near 2030, indicated with black dashed lines) and in 
the SH for around the middle of the 21st century (near 2050). The spread between the CCMs used for 
estimating the MMM values is indicated by the gray ranges (two standard deviations). Observations are 
indicated by the blue lines showing ozone anomalies derived from ozone values presented in Figure 3-4 
of this Assessment. 

Observations
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3.5.3 Uncertainties of Future Polar Ozone Changes 

We can distinguish three different contributors to uncertainty: internal variability of the 
atmosphere, model uncertainty, and scenario uncertainty. Depending on the quantity, internal variability 
can be a small or large source of uncertainty. In contrast model uncertainty is commonly significant. 
Scenario uncertainty is less problematic in the near future (e.g., for the next twenty years), because 
different RCPs diverge more for the far future than for the near future.  Consequently scenario uncertainty 
increases rapidly for the later decades, because we do not know which path will be chosen in the far 
future.  

Charlton-Perez et al. (2010) estimated uncertainty contributions in multi-model mean projections 
of annual and global mean total ozone. They use global and annual mean data to keep the contribution of 
internal variability small. The spatial and temporal averaging mitigates the magnitude of internal 
variability that would be far more dominant for, e.g., seasonal or monthly mean data. Indications are that 
scenario uncertainties are increased in the late 21st century with RCP (used in Coupled Model 
Intercomparison Project Phase 5, CMIP5) compared to SRES A1B (used in Coupled Model Inter-
comparison Project Phase 3 (CMIP3) and WMO, 2011) scenarios. In the following subsections, we will 
discuss aspects of internal variability/model uncertainty and scenario uncertainty in more detail. 

3.5.3.1 INTERNAL VARIABILITY AND MODEL UNCERTAINTY 

Stratospheric cooling from increasing carbon dioxide levels will likely alter the forcing from 
upward-propagating tropospheric waves, which affect cold and warm winters, and thus internal variability 
itself, in different ways. Overall increasing wave activity in the stratosphere, as predicted by some climate 
models, would make dynamically quiet periods less frequent. However, as already mentioned in Section 
3.3.3.2, amplified tropospheric wave activity does not necessarily imply enhanced wave fluxes into the 
stratosphere. Consequently the evolution of polar stratospheric temperatures over the next hundred years 
has a number of uncertainties.   

Chemistry-climate models (CCMs) do not reproduce the derived long-term changes in Arctic 
VPSC (Hitchcock et al., 2009). VPSC is an integrated measure of polar temperatures (see Section 3.2.2). 
Although there is a suggestion that multidecadal variability in VPSC extremes can happen through internal 
variability (Rieder and Polvani, 2013), the question remains open as to whether more extremely cold 
Arctic winters are projected in the future (e.g., Hitchcock et al., 2009). Langematz et al. (2014) analyzed 
future VPSC in transient and timeslice simulations, finding an increase in VPSC until the middle of the 21st 
century and a drop afterwards. 

One of the uncertainties in modeling polar ozone amounts arises from ongoing changes in the 
Northern Hemisphere land or ocean cryospheres, which might impact the high-latitude stratosphere. Both 
the Eurasian snow cover and the Arctic sea ice loss have the potential to modulate the upward 
propagation of planetary waves. Increased Eurasian snow cover during autumn amplifies wave trains 
propagating upward into the polar stratosphere (e.g., Fletcher et al., 2009; Orsolini and Kvamstø, 2009; 
Smith et al., 2010). Arctic sea ice loss first leads to a strong warming of the lower troposphere in autumn, 
when ocean heat loss is strong, but ultimately changes synoptic and global circulation patterns. An 
observational study contrasting recent decades with low or high sea ice extent (Jaiser et al., 2012) and a 
case study with a high-resolution coupled ocean-atmosphere model for the year 2007 characterized by a 
very large summer sea ice loss (Orsolini et al., 2012), have shown enhanced stratospheric planetary waves 
in early winter. The springtime response to observed or projected sea ice decrease was also investigated 
using models of various complexity, i.e., a coupled atmosphere-ocean model in Screen et al. (2013), a 
CCM in Cai et al. (2012), and a CCM coupled to an ocean in Scinocca et al. (2009), the three studies 
qualitatively agreeing on a springtime stratospheric cooling.  

Given the small number of studies with models of various complexity, the high internal 
atmospheric variability in winter, the different sea ice decrease scenarios, and the potential seasonality of 
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the response, further studies are needed to determine whether there exists a real multi-model consensus on 
the impact on stratospheric variability. 

Model biases pose an ongoing challenge for modelers and influence the estimate of model 
uncertainty. Biases can have far reaching consequences for model performance. For example a 
temperature bias will impact the formation of PSCs and thus influence chemical ozone destruction 
significantly. WMO (2011) and in more detail Austin et al. (2010b) showed that many models 
participating in CCMVal-2 underestimated the present-day ozone hole area in the projection runs and that 
the future development of the ozone hole area differed significantly between models. In a case study, 
Brakebusch et al. (2013) showed an improvement in modeled ozone in their nudged CCM for the winter 
2004–2005 when temperatures for heterogeneous chemistry reactions were reduced by 1.5 K, indicating, 
for instance, less chlorine activation in the model under observed conditions. This indicates that 
underlying climate model biases affect the performance of a CCM regarding the simulation of future 
polar ozone. 

3.5.3.2 SCENARIO UNCERTAINTY 

As discussed in WMO (2011) and detailed in Eyring et al. (2010), the relative contributions of 
ODSs and GHGs on projected ozone changes can be estimated with CCM experiments in which different 
forcings are fixed, for example an integration from 1960 to 2100 with fixed ODSs. For instance, the role 
of increasing GHGs in speeding up ozone return was investigated by Oman et al. (2010). Using CCMVal-
2 model results, they showed that decreasing halogens and declining upper atmospheric temperatures (due 
to GHGs), contribute almost equally to increases in modeled upper stratospheric ozone (Box 3-2 and 
accompanying description). A similar conclusion is reached by Plummer et al. (2010) studying 
sensitivities in one particular model that is included in Oman et al. (2010). 

The recent CMIP5 exercise focused on broader climate change issues in support of the IPCC AR5 
(IPCC, 2013). Models with and without interactive chemistry participated. Models without interactive 
chemistry had the option of using an ozone climatology derived from observations, CCMVal-2 data, and 
complementary data (Cionni et al., 2011). Eyring et al. (2013) compared the ozone evolution in CMIP5 
models with interactive ozone to the climatology constructed for non-interactive models (Cionni et al., 
2011), thus achieving some insight in the scenario uncertainty due to different climate change scenarios 
(Figure 3-17). For the Northern Hemisphere (NH) polar region in March, the total ozone column for all RCP 
scenarios agrees well until ~2025. After the year 2025 ozone modeled with RCP6.0 agrees well with the 
CCMVal-2 data.  This is expected, because RCP6.0 is close to the SRES A1B forcing used in CCMVal-2.  

 
Figure 3-17. The 1980 
baseline-adjusted total ozone 
column time series from 1960 
to 2100 for the CMIP5 CHEM 
multi-model mean (colored 
lines) and CCMVal-2 multi-
model mean ozone database  
(black line) for Northern 
Hemisphere (left) and 
Southern Hemisphere (right) 
spring polar regions. All time 
series by construction go 
through 0 in 1980. The RCP 
2.6, RCP 4.5, RCP6.0, and 
RCP 8.5 are shown in blue, 
light blue, orange, and red, 

respectively. The corresponding color-coded stippled areas show the 95% confidence interval of the 
CHEM multi-model mean simulations. Derived from Figure 6 in Eyring et al. (2013).  
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For RCP8.5, ozone increases fastest and rises significantly above the 1980 amounts. For RCP2.6, ozone 
increases slower after ~2040 compared to RCP6.0 and the ozone enhancement relative to 1980 amounts is 
smaller. The situation is less clear in the Southern Hemisphere (SH). The RCP-driven models show 
higher ozone values compared to the CCMVal-2 multi-model mean during October in the SH polar 
region. All ozone trajectories stay close together until ~2030. After ~2040, distinct scenario differences 
are apparent, with RCP8.5 showing the largest ozone amounts in later years. Note that there are some 
clear differences between the different scenarios with respect to SRES A1B. Obviously many aspects 
influence scenario uncertainty. Revell et al. (2012) evaluated the ozone response to different nitrous oxide 
(N2O) and methane (CH4) scenarios in a number of model sensitivity studies. Large N2O concentrations 
were associated with smaller ozone increases, whereas larger CH4 concentrations were associated with 
larger ozone increases. All this highlights the importance of the chosen concentration pathway for the 
discussion of recovery dates. 

In addition, scenario uncertainty includes events we cannot foresee and that can potentially affect 
stratospheric ozone: for example a major volcanic eruption or the decision to use stratospheric aerosol for 
solar radiation management (i.e., “geoengineering”). Details about possible geoengineering activities and 
the issue of potential impact to global stratospheric ozone and climate are also discussed in Chapters 2, 4, 
and 5 of this Assessment. 

Austin et al. (2013) discuss how past volcanic 
eruptions have changed ozone in the stratosphere using 
a version of the GFDL CCM. The more recent eruptions 
(El Chichón and Mt. Pinatubo) resulted in a globally 
averaged total ozone decrease (Figure 3-18, top) caused 
by severe ozone depletion in the lower stratosphere 
(confirmed by many earlier studies as well, including 
the CCMVal-2 Report). The earlier eruptions (Krakatau, 
Santa Maria, and Agung) resulted in globally averaged 
total ozone increases (Figure 3-18, top). The difference 
in ozone response is caused by the changed chemistry 
due to the increased availability of chlorine. However, 
changes in polar latitudes are more complex and depend 
on the meteorology as well (Figure 3-18, middle and 
bottom). Past volcanic aerosol episodes (only two events 
are well described based on a wealth of measurements) 
can be used as templates for assessing possible future 
impacts, highlighting that the impact on ozone at global 
scale will depend on stratospheric halogen loading and 
on many other factors in polar latitudes.  

 
 

Figure 3-18. Simulated total ozone anomalies for the 
global mean (top), the Arctic mean (middle), and the 
Antarctic mean (bottom) within two years of each of the 
five major volcanic eruptions since 1860. The results are 
plotted relative to the mean for the two-year period prior 
to the date that the aerosol surface area density 
significantly exceeded the background value at the 63-
hPa level. The mean annual cycle has been subtracted 
from the results. The error bars denote twice the 
standard deviation of the monthly values for the two-
year pre-volcanic period. Extension of Figure 11 in 
Austin et al. (2013). 
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Tilmes et al. (2008, 2009) investigated the relationship between ozone depletion and chlorine 
activation to estimate how sulfuric acid aerosol might affect polar ozone.  In their model, an injection of 
sulphur large enough to compensate surface warming caused by the doubling of atmospheric CO2 would 
strongly enhance Arctic ozone depletion during the present century for cold winters and would cause a 
considerable delay in Antarctic ozone recovery. Pitari et al. (2014) presented results from two general 
circulation models (GCMs) and two CCMs. On average, the models simulate a decrease in globally 
averaged ozone up to about 2 DU during the middle of the century (2040–2049) due to an increase in 
sulfate aerosol surface area density similar to conditions a year after the Mt. Pinatubo eruption. Enhanced 
heterogeneous chemistry on sulfate aerosols leads to an ozone increase in low and middle latitudes, 
whereas enhanced heterogeneous reactions in polar regions and increased tropical upwelling lead to a 
reduction of stratospheric ozone. 

A further uncertainty for polar ozone amounts is the change in natural halogen-containing source 
gases levels, and in particular in very short-lived substances (VSLS). Considerations include the 
characterization of VSLS sources in models (Hossaini et al., 2013) and how the sources will change under 
climate change, how VSLS and their breakdown products will be transported (Hossaini et al., 2012), and 
how efficient the brominated species originating from VSLS will be in depleting ozone (Tilmes et al., 
2012; Braesicke et al., 2013; Oman and Douglass, 2014). For example, Braesicke et al. (2013) diagnose in 
their model a possible sensitivity of total ozone to an increase in VSLS, with up to 20 DU ozone loss in 
the Southern Hemisphere polar region. Of course this sensitivity depends on the chlorine loading and will 
change in the future as well.  

In summary, while we have a sound understanding of processes determining future polar ozone 
(Box 3-2), there are significant uncertainties in determining recovery and return dates. Part of the 
uncertainty can be understood through physical considerations (for example transport and chemical 
lifetimes), and are expected to be reduced in the future. Other uncertainties, in particular in the scenarios, 
are beyond our direct control and we can only gauge possibilities. 

3.6 KEY MESSAGES OF CHAPTER 3 FOR THE DECISION-MAKING COMMUNITY 

3.6.1 Recent Polar Ozone Changes 

An Antarctic ozone hole has continued to form each year during the period 2010–2013. The 
continued occurrence of an Antarctic ozone hole was expected because the amount of ozone-depleting 
substances in polar regions has decreased only moderately (by about 10%) over the last decade. The 
period was also characterized by enhanced variability in Antarctic polar vortex dynamics that had an 
impact on the year-to-year variations of vortex-averaged total ozone during the springtime.  

In the Arctic, exceptionally low ozone abundances were observed within the vortex during the 
spring of 2011. These low ozone values were due to an unprecedented degree of chemical ozone loss, 
coupled with very weak transport of ozone to the lower stratospheric polar vortex. This exceptional event 
was caused by unusual meteorological conditions in the Arctic during the winter 2010/2011, characterized 
by persistent low temperatures and a strong isolated polar vortex. With the present availability of 
stratospheric satellite measurements, the extent of polar ozone destruction processes throughout the 
winter could be evaluated from the evolution of key species involved in chemical ozone depletion, such 
as hydrogen chloride (HCl), chlorine monoxide (ClO), and nitric acid (HNO3). The persistence of low 
temperatures led to the formation of widespread and vertically extensive polar stratospheric clouds, which 
induced strong chlorine activation and denitrification in the 2011 Arctic vortex. These mechanisms led to 
severe chemical ozone destruction between 16 and 22 km altitude, with 60–80% of the vortex ozone at 
~18–20 km removed by early April (Figure 3-19).  

State-of-the-art chemical transport models (CTMs) reproduce the observed ozone values during 
spring 2011 well, confirming that the extremely low ozone values resulted from known processes, not 
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unusual or unexpected chemistry. The occurrence of this extreme event has thus not challenged our 
fundamental understanding of the processes controlling polar ozone. 

The derived ozone loss in the Arctic spring 2011 was comparable to ozone losses observed in 
Antarctica in the 1980s (Figure 3-19). Because transport from low to high latitudes is more prominent in 
the Northern Hemisphere (NH) than in the Southern Hemisphere (SH), background ozone levels in the 
Arctic are ~100 DU higher than in the Antarctic. As a result, although the evolution of Arctic ozone and 
related constituents in spring 2011 more closely followed that characteristic of the Antarctic than ever 
before, the springtime total ozone values remained considerably higher than those reached in a typical 
year in the Antarctic. In addition, the areal extent of the 2011 Arctic vortex was only ~60% the size of a 
typical Antarctic vortex, thus the low-ozone region was more spatially confined (Figure 3-19). 

 
 

 

Figure 3-19. Left: Representative spring profiles of observed vortex-average chemical ozone loss (in 
parts per million by volume, ppmv). The light gray curves indicate the results for individual Arctic spring 
periods (1992–2010). The red curve indicates the result in Arctic spring 2011. Also shown is an indicative 
range of ozone loss for typical Antarctic spring periods, illustrated by the loss that has been derived from 
ozone observations for a relatively weak early Antarctic ozone hole (1985, upper limit of the gray shading) 
and the loss in a strong Antarctic ozone hole (2003, lower limit of the gray shading).  Right: Maps of total 
column ozone from the Aura satellite’s Ozone Monitoring Instrument (OMI) for the Antarctic (top; ozone 
hole situation 2010) and Arctic (bottom; strong ozone column reduction in March 2011). Overlaid black 
contours mark the size and shape of the polar vortex on the 460 K potential temperature surface. 
Different charts are adapted from Manney et al. (2011). The figure shows that the degree of chemical 
ozone loss in the Arctic in spring 2011 was in the range of observations from weak Antarctic ozone holes 
(within uncertainties; left panel), but that the abundance of ozone above the Arctic was still substantially 
larger than in Antarctic ozone holes, mainly because the undisturbed ozone layer is thicker in the Arctic 
compared to the Antarctic, due to natural differences in transport between the two hemispheres.  
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If similar conditions were to arise again in the Arctic while stratospheric chlorine loading remains 
high, similarly severe chemical ozone loss would take place. Uncertainties in current climate models 
preclude confident quantification of the likelihood of repeated episodes of extensive Arctic ozone 
depletion in the present or future climate (a point also made in Section 3.5). 

3.6.2 Understanding of Polar Ozone Processes 

Generally, there have been no major changes in our understanding of polar ozone loss processes 
since WMO (2011). The scientific knowledge of polar chemical and dynamical processes was already 
based on a large body of research. As mentioned, numerical model studies of the atmosphere using CTMs 
reproduce observed chemical polar ozone depletion and its variability well.  

Recent work has improved the detailed understanding of polar ozone processes (such as the 
formation mechanism of polar stratospheric clouds (PSCs), in particular nitric acid trihydrate (NAT) 
particles), validated previous assumptions, and reduced uncertainty. The formation of NAT PSCs is a 
prerequisite for denitrification by sedimenting particles, which prolongs seasonal ozone loss. A more 
accurate representation of NAT PSC nucleation and particle characteristics leads to better model 
simulations of denitrification and hence ozone loss.  

The uncertainty range in the photolysis rate of dichlorine peroxide (ClOOCl, the ClO dimer), a 
key parameter in polar chemical ozone loss, has been reduced significantly, providing a better constraint 
for the simulation of polar ozone in late winter and spring. The overall understanding of chemical 
processes involved in polar ozone loss is well developed and remains unchanged.  

It is now clear that the ClO + BrO catalytic cycles are responsible for about 50% of the ozone loss 
in the polar lower stratosphere, with the contribution being slightly larger in the Arctic, where the overall 
depletion is less. Recent work has better quantified the contribution from very short-lived substances 
(VSLS) to the overall stratospheric bromine budget. In the photochemically aged air masses of the polar 
lower stratosphere, both long-lived and short-lived brominated species will have decomposed to inorganic 
bromine. Therefore, the source of bromine is not important, but any contribution of VSLS to bromine will 
translate into a contribution to polar ozone loss, which is proportional to the fraction of overall bromine 
that comes from the breakdown of VSLS.  

Regarding polar stratospheric dynamics, the very cold Northern Hemisphere winter of 2010/2011 
expanded the range of stratospheric dynamical variability seen in the Arctic over the past decades and 
provided a new extreme test case for models (i.e., CTMs as well as chemistry-climate models, CCMs).  

The current understanding of the mechanisms that determine planetary wave driving (or the lack 
of it) of the polar stratosphere is still incomplete, but some progress has been made. It is particularly 
important to understand the origin of very strong polar vortex events that drive the ozone loss, either 
short-duration intense cooling episodes as observed in January 2010, or prolonged cooling like that 
observed during the late winter and spring 2011. Several recent observational studies have shown that 
tropospheric highs (e.g., blockings) can lead to either warming or cooling of the Northern Hemisphere 
polar stratosphere, depending upon their geographical location.  

3.6.3 Recovery of Polar Ozone 

Recent WMO/UNEP ozone assessments (WMO, 2007, 2011) have firmly established that 
intensification of Antarctic springtime ozone depletion is no longer occurring. The stabilization of 
Antarctic polar ozone loss occurred most likely after 1997. The previous ozone assessment (WMO, 2011) 
concluded that it was not yet possible to confidently state that there had been increases in Antarctic 
springtime stratospheric ozone, nor that these could be attributed to decreasing ozone-depleting 
substances (ODSs).  
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Current investigations indicate a small increase of 10–25 DU (3–8%) after 2000 in springtime 
Antarctic ozone observations, after taking year-to-year variability into account. This slight rise in 
Antarctic springtime ozone content is consistent with expectations considering the decrease in ODSs.  

However, uncertainties in separating chemical from dynamical effects on Antarctic springtime 
ozone, combined with only a slow decline in ODSs and the strong dependence of results on the start and 
end dates used for the analyses, prevent—for now—unambiguously attributing the decrease in ozone 
depletion to decreasing ODSs.  

The expected continued slow decline in ODSs will make attribution of decreasing Antarctic 
springtime ozone depletion to decreasing ODSs possible as time progresses.  

3.6.4 Future Changes in Polar Ozone 

A major milestone for the CCM community was the CCMVal-2 model intercomparison report 
(SPARC CCMVal, 2010) that preceded the WMO/UNEP 2010 assessment (WMO, 2011) and informed 
the conclusions therein. Progress with CCMs since has been continuous and new studies have either 
consolidated or added details to results from CCMVal-2. No recent study has challenged our fundamental 
understanding of how ozone will develop in the future, based on decreasing ODSs and continued 
evaluation of climate change sensitivities. 

Arctic and Antarctic ozone is predicted to increase as a result of the expected reduction of ODSs 
due to regulations of the Montreal Protocol. A return to values of ozone in high latitudes similar to those 
of the 1980s is likely during this century, with Northern Hemisphere (NH) polar ozone predicted to 
recover earlier as compared to the Southern Hemisphere (SH) polar ozone (Figure 3-16). Uncertainties in 
the assessed return dates result in particular from incomplete knowledge of future greenhouse gas (GHG) 
levels and corresponding climate change consequences (Figure 3-17), and incomplete description of 
processes and their feedbacks in numerical prediction tools, including CCMs.  

Updated ODS lifetimes (SPARC, 2013) have only a minor effect on previously estimated dates of 
ozone return to 1980 values. Lifetimes of ODSs have been reassessed and some lifetimes have changed 
since the last Assessment. Our physical understanding and first CCM studies do not indicate any 
significant changes for ozone return dates due to the changed ODS lifetimes. 

Climate change is an important driver for polar ozone amounts late this century. Due to a larger 
sensitivity of NH dynamical processes, climate change is expected to have a larger impact on ozone in the 
Arctic than in the Antarctic. However, we do not know how climate change forcings will develop in 
detail. The possibilities have been gauged by using four different “Representative Concentration 
Pathways (RCPs)” adopted by IPCC (5th Assessment Report, 2013) in climate model studies (Coupled 
Model Intercomparison Project Phase 5, CMIP5) (Figure 3-17). Conversely, it is now evident that 
considering ozone in a comprehensive way is important for climate projections.  

Another driver for the development of ozone are VSLS emissions, especially brominated species. 
There are large uncertainties about current-day VSLS emissions and the sensitivity of polar ozone loss to 
changes in Bry requires further characterization. Nevertheless, some model studies indicate a sensitivity of 
total ozone sensitivity to increased VSLS emissions, with up to 20 DU ozone loss in the Southern 
Hemisphere polar region. How VSLS sources will change in a changing climate is yet unknown.  

Major volcanic eruptions can perturb stratospheric ozone. Volcanic effects on stratospheric ozone 
have been simulated by several CCMs. Observations and model simulations show that recent major 
eruptions (e.g., El Chichón in 1982 and Mt. Pinatubo in 1991) resulted in globally averaged total ozone 
decreases caused by severe ozone destruction in the lower stratosphere. In contrast, model results suggest 
that earlier eruptions (e.g., Krakatau in 1883, Santa Maria in 1902, and Agung in 1963) resulted in 
globally averaged total ozone increases. The difference in the response of ozone to the earlier and later 
volcanos is attributable to catalytic ozone destruction enabled by the increased availability of 
stratospheric chlorine. Hence, in the next few decades while stratospheric chlorine content remains high, 
ozone depletion could worsen in the event of large volcanic eruptions.   
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Appendix 3A 

Satellite Measurements Useful for Polar Studies 
 
 

 

Table 3A-1.  Main satellite measurements of ozone and related constituents in polar regions. 

Instrument Record Length Latitudinal 
Range 

Constituents Vertical 
Resolution* 

 

References 

Total Column 
TOMS on 
Nimbus-7, 
Meteor-3 
TOMS on 
ADEOS, Earth 
Probe  

Nov 1978 – Dec 
1994 
Jul 1996 – Dec 
2006 

Near-global 
coverage 1 

Ozone 
SO2, aerosol 

Total column Herman et al., 1991; 
Stolarski et al., 1991; 
Newman et al., 1991; 
Newman et al., 1997; 
Bodeker et al., 2001 

AIRS on Aqua May 2002 – 
present 

Global 
coverage 

Ozone 
CH4 

Total column Divakarla et al., 2008 

TOU on  
Feng-Yun 3A 

May 2008 – 
present 

Near-global 
coverage 1 

Ozone 
 

Total column Dong et al., 2009;  
Bai et al., 2013 

TANSO-FTS on 
GOSAT 

Apr 2009 – 
present 

Near-global 
coverage 1 

Ozone 
CH4, NO2, 
HNO3, NO2, SO2 

Total column Ohyama et al., 2012 

OMPS-NM on 
Suomi-NPP 

Nov 2011 – 
present 

Near-global 
coverage 1 

Ozone 
SO2, aerosol 

Total column Kramarova et al., 2014; 
Seftor et al., 2014 

Total Column and Profiles 
SBUV on 
Nimbus 7 
 
 
 
 
 
 
SBUV on 
NOAA-9, 
NOAA-11, 
NOAA-14, 
NOAA-16, 
NOAA-17, 
NOAA-18, 
NOAA-19 

Nov 1978 – Jun 
1990 
 
 
 
 
 
 
Feb 1985 – 
present 

Near-global 
coverage 1 

Ozone Total column & 
profiles (nadir) 
Between 16 hPa 
and 40 hPa – top 
of the atmosphere 
Vertical resolution 
between 6 km and 
15 km 

Bhartia et al., 2013; 
McPeters et al., 2013 

SCIAMACHY on 
Envisat 

Aug 2002 – Apr 
2012 

Global 
coverage 

Ozone 
NO2, BrO, SO2, 
OClO, aerosol 

Total column & 
profiles 
(nadir/limb) 
~10 km – ~60 km 
Vertical resolution 
3–5 km 

Bovensmann et al., 
1999;  
Piters et al., 2006 

OMI on  
EOS-Aura 

Aug 2004 – 
present 

Near-global 
coverage 1 

Ozone 
NO2, BrO, SO2, 
OClO, aerosol 

Total column & 
profiles (nadir) 
Troposphere – top 
of atmosphere (18 
layers) 
Vertical resolution 
6–15 km 

Bhartia and 
Wellemeyer, 2002;  
Veefkind et al., 2006; 
Liu et al., 2010;  
Kroon et al., 2011 
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TES on  
EOS-Aura 

Aug 2004 – 
present 

Global 
coverage 

Ozone 
CH4, HNO3 

Total column & 
profiles 
(nadir/limb) 
0 km – 33 km 
Vertical resolution 
~6–7 km 

Beer, 2006;  
Bowman et al., 2006; 
Nassar et al., 2008 

IASI on  
Metop-A 
 
 
IASI on  
Metop-B 

Nov 2006 – 
present 
 
 
Nov 2012 – 
present 

Global 
coverage 

Ozone 
CH4, HNO3 

Total column & 
profiles (nadir) 
Tropospheric layer 
– top of 
atmosphere 
Vertical resolution 
~7 km 

Coheur et al., 2005; 
Wespes et al., 2009; 
August et al., 2012 

GOME-2 on 
Metop-A 
 
 
 
GOME-2 on 
Metop-B 

Jan 2007 – 
present 
 
 
 
Dec 2012 – 
present  

Near-global 
coverage 1 

Ozone 
NO2, BrO, SO2, 
OClO, aerosol 

Total column & 
profiles (nadir) 
Surface – top of 
atmosphere 
Vertical resolution 
~7–15 km 

van Roozendael et al., 
2012;  
van Peet et al., 2014 

OMPS-NP on 
Suomi-NPP 

Nov 2011 – 
present 

Near-global 
coverage 1 

Ozone 
SO2, aerosol 

Total column & 
profiles (nadir) 
Between 16 hPa 
and 40 hPa – top 
of the atmosphere 
Vertical resolution 
6−15 km 

Seftor et al., 2014 

Profiles 
LIMS on Nimbus 
7 

Nov 1978 – May 
1979 

64°S – 84°N Ozone 
H2O, HNO3, NO2 

Profiles (limb) 
Cloud top – ~0.01 
hPa 
Vertical resolution 
~3.7 km 

Gille and Russell, 1984; 
Girard and Louisnard, 
1984;  
Remsberg et al., 2007; 
Remsberg et al., 2010 

SAM II on 
Nimbus 7 

Nov 1978 – Dec 
1993 

64°S – 80°S 
and  
64°N – 80°N     

2 
(coverage 
changed over 
the lifetime of 
the 
instrument) 

PSCs, aerosol Profiles (solar 
occultation) 
Surface – ~160 km 
Vertical resolution 
~0.5 km 

Kent and McCormick, 
1984;  
McCormick et al., 1981; 
McCormick and Trepte, 
1986 

SAGE I on AEM-
B 

Feb 1979 – Nov 
1981 

79°S – 79°N 2 Ozone 
NO2, aerosol 

Profiles (solar 
occultation) 
Tropopause – ~55 
km 
Vertical resolution 
1 km 

McCormick et al., 1984; 
Kent and McCormick, 
1984;  
McCormick et al., 1989 

SAGE II on 
ERBS 

Oct 1984 – Jul 
2005 

80°S – 80°N 2 Ozone 
NO2, H2O, 
aerosol 

Profiles (solar 
occultation) 
Tropopause – ~55 
km 
Vertical resolution 
1 km 

Cunnold et al., 1989; 
McCormick et al., 1989; 
Damadeo et al., 2013 

MLS on UARS Sep 1991 – Mar 
2000 

From 34° on 
one side of 
the equator to 
80° on the 
other side – 
alternating 
every ~36 
days 

Ozone 
ClO, HNO3, H2O 

Profiles (limb) 
100 hPa – 0.22 
hPa;  
Vertical resolution 
3.5–5 km in the 
stratosphere,  
5–8 km in the 
mesosphere 

Barath et al., 1993; 
Waters et al., 1993; 
Livesey et al., 2003 
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CLAES on 
UARS 

Oct 1991 – Apr 
1993 

From 34° on 
one side of the 
equator to 80° 
on the other –
alternating 
every ~36 
days 

Ozone 
N2O, CFC-11, 
CFC-12, CH4, 
H2O, NO, NO2, 
HNO3, ClONO2, 
HCl, N2O5, 
PSCs, aerosol 

Profiles (limb) 
10 km – 60 km  
Vertical resolution 
~2.5 km 

Roche et al., 1993; 
Kumer et al., 1996; 
Massie et al., 1996 

HALOE on 
UARS 

Oct 1991 – Nov 
2005 

80°S – 80°N 2 Ozone 
NO2, H2O, NO, 
CH4, HCl, HF, 
PSCs, aerosol 

Profiles (solar 
occultation) 
Cloud top – 
~0.005 hPa 
Vertical resolution 
~2.3 km 

Russell et al., 1993; 
Schoeberl et al., 1995; 
Hervig et al., 1997 

POAM II on 
SPOT-3 

Sep 1993 – Nov 
1996 

55°N – 73°N, 
63°S – 88°S 2 

Ozone 
NO2, H2O, PSCs, 
aerosol 

Profiles (solar 
occultation) 
~5 km – ~60 km 
Vertical resolution 
~1.5 km 

Glaccum et al., 1996; 
Lumpe et al., 1997 ; 
Bevilacqua et al., 1997 ; 
Fromm et al., 2003 

ILAS on ADEOS Oct 1996 – Jun 
1997 

57°N – 71°N, 
64°S – 88°S 2 

Ozone 
HNO3, NO2, 
N2O, CH4, H2O, 
PSCs, aerosol 

Profiles (solar 
occultation) 
~10 km – top of 
atmosphere 
Vertical resolution 
~2 km 

Sugita et al., 2002;  
Jucks et al., 2002; 
Nakajima et al., 2002; 
Yokota et al., 2002 

POAM III on 
SPOT-4 

Mar 1998 – Dec 
2005 

55°N – 73°N, 
63°S – 88°S 2 

Ozone 
NO2, H2O, PSCs, 
aerosol 

Profiles (solar 
occultation) 
~5km – ~60km 
Vertical resolution 
~1.5 km 

Lucke et al., 1999; 
Lumpe et al., 2002; 
Fromm et al., 2003 

OSIRIS on Odin Nov 2001 – 
present 

Near-global 
coverage 1 

Ozone 
NO2, BrO, 
aerosol 

Profiles (limb) 
Cloud tops – 55 
km 
Vertical resolution 
1.5 km in UTLS, 2 
km higher up 

Llewellyn et al., 2004; 
Brohede et al., 2007; 
McLinden et al., 2007 

SMR on Odin Nov 2001 – 
present 

~83°S – 
~83°N 

Ozone 
N2O, HNO3, 
H2O, ClO, NO, 
NOy 

Profiles (limb) 
Vertical resolution 
2.5–3.5 km 

Urban et al., 2005; 
Barret et al., 2006 

SAGE III on 
Meteor-3M 3 

Feb 2002 – Dec 
2005 

50°S – 30°S, 
50°N – 80°N 

2 

Ozone, 
NO2, H2O, 
OClO, aerosol 

Profiles (solar 
occultation) 
Tropopause – ~55 
km 
Vertical resolution 
1 km 

Wang et al., 2006 

MIPAS on 
Envisat 

Jun 2002 – Apr 
2012 

Global 
coverage 

Ozone 
N2O, NO, NO2, 
HNO3, N2O5, 
ClONO2, CFCs, 
HOCl, ClO, H2O, 
H2O2, CH4, CO 

Profiles (limb) 
~8 km (20/40 km; 
middle/upper 
atmosphere mode) 
– 72 km (100 km; 
middle/upper 
atmosphere mode) 
Vertical resolution 
from ~2 km to ~8 
km (depending on 
altitude) 

Fischer et al., 2008;  
von Clarmann et al., 
2009 

GOMOS on 
Envisat 

Aug 2002 – Apr 
2012 

Global 
coverage 

Ozone 
NO2, H2O, PSCs, 
aerosol 

Profiles (stellar 
occultation) 
~15 km – ~100 km 
Vertical resolution 
2–3 km 
 

Kyrölä et al., 2004; 
Bertaux et al., 2010 
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ILAS II on 
ADEOS II 

Apr 2003 – Oct 
2003 

57°N – 71°N 
and 64°S – 
88°S 2 

Ozone 
HNO3, NO2, 
N2O, CH4, H2O, 
ClONO2, N2O5, 
CFC-11, CFC-
12, PSCs, aerosol 

Profiles (solar 
occultation) 
~10 km – top of 
atmosphere 
Vertical resolution 
~1.5 km 

Sugita et al., 2006;  
Irie et al., 2006 

ACE-MAESTRO 
on SCISAT 

Feb 2004 – 
present 

Near-global 
coverage 2 

Ozone 
NO2, PSCs, 
aerosol 

Profiles (solar 
occultation) 
5 km – 35 km 
Vertical resolution 
~1.2 km 

McElroy et al., 2007; 
Nowlan et al., 2007 

ACE-FTS on 
SCISAT 

Feb 2004 – 
present 

Near-global 
coverage 2 

Ozone 
H2O, CH4, N2O, 
NO2, NO, NO3, 
HCl, HF, CO, 
CFC-11, CFC-
12, N2O5, 
ClONO2, CH3Cl, 
SF6, H2O2, CCl4, 
HCFCs, ClO, 
HOCl 

Profiles (solar 
occultation) 
~5 km – 95 km 
Vertical resolution 
3–4 km 

Bernath et al., 2005; 
Boone et al., 2005;  
Jones et al., 2012 

MLS on  
EOS-Aura 

Aug 2004 – 
present 

82°S – 82°N Ozone 
BrO, CH3Cl, 
ClO, CO, H2O, 
HCl, HNO3, 
HO2, OH, OCl, 
N2O, SO2 

Profiles (limb) 
215 hPa – 0.02 
hPa 
Vertical resolution 
~3 km in 
stratosphere, 
degrading to 4–6 
km for pressures 
of 0.1 hPa or less 

Waters et al., 2006; 
Livesey et al., 2006; 
Froidevaux et al., 2008; 
Santee et al., 2008 

HIRDLS on 
EOS-Aura 

Jan 2005 – Mar 
2008 

63°S – 80°N Ozone 
HNO3, CFC-11, 
CFC-12, NO2, 
N2O5, H2O, N2O, 
NO2, ClONO2, 
aerosol 

Profiles (limb) 
10 km – 55 km 
Vertical resolution 
~1 km 

Gille et al., 2008; 
Kinnison et al., 2008; 
Nardi et al., 2008 

CALIOP on 
CALIPSO 

Apr 2005 – 
present 

82°S – 82°N  PSCs, aerosol Profiles (nadir) 
Surface – 40km 
Vertical resolution 
30–60 m  

Winker et al., 2009;  
Pitts et al., 2009 

OMPS-LP on 
Suomi-NPP 

Nov 2011 – 
present 

Near-global 
coverage 1 

Ozone 
 

Profiles (limb) 
10 km – 60 km 
Vertical resolution 
2 km 

Rault and Loughman, 
2013 

* Vertical resolution only applies to ozone. 
1 Apart from polar night latitudes. 
2 Because of their particular viewing geometry and measurement technique, solar occultation instruments do not provide global 

coverage on a daily basis. 
3 A replica of the SAGE III Meteor-3M instrument is scheduled to be deployed on the International Space Station (ISS) in 2015. 

Although SAGE-III/ISS will measure ozone, water vapor, and a few other atmospheric constituents (NO2, NO3, and OClO, as 
well as aerosols and clouds), its coverage will be focused on middle and low latitudes. 


